
A field campaign out of northern Norway in winter 2008, including use of airborne lidar and 

targeted observations, provided new insight into the dynamics and  

predictability of polar lows and Arctic fronts.

E	ven today, more than 100 years af ter the  
	Norwegian explorer Roald Amundsen first  
	navigated the Northwest Passage, the Arctic 

remains a remote area with little human infrastructure. 
At the fringes of the Arctic Basin, where in winter the 
frigid Arctic air meets open waters, extreme weather 
in the form of poorly understood Arctic fronts and 
polar lows can develop. When the Arctic air masses 
move over the much warmer ocean, a large heat 
exchange between the ocean and the overlying air 
takes place, with the potential for the subsequent 
formation of convective weather systems. One of the 
hotbeds of such marine cold air outbreak (MCAO; 
Kolstad et al. 2009) activity is the northern North 
Atlantic, the Nordic Seas, and in particular the region 
between Svalbard and Norway.

Vilhelm Bjerknes, in a newspaper article in 1904, 
described the primary reason for the high frequency 
of severe weather over the Nordic Seas as follows:

“The northernmost part of Norway in winter is 
one of the stormiest locations on Earth, and the 
terrible accidents that occur from time to time, 
when large parts of the fishing fleet with crew and 
tools are lost, are only too well known. A look at the 
climatological conditions shows [that] the reason 
for the frequency of the storms [is that] the mean 

temperature in January by the outermost Lofoten 
Islands is 27 degrees Celsius higher than the mean 
for the same latitude around the globe. This is the 
effect of the warm waters of the Gulf Stream. At 
the same time a Siberian winter cold reigns on the 
Finnmark plateau [in northern Norway]. Nature 
has, in other words, put an immense steam kettle 
side by side with an immense condenser. This steam 
engine must always work, and that is what it does, 
with great, irregular strokes.”

This study deals with three Arctic weather phe-
nomena that can give rise to extreme weather that is 
often poorly predicted: polar lows (Rasmussen and 
Turner 2003), Arctic fronts (e.g., Grønås and Skeie 
1999; Drüe and Heinemann 2001), and fierce low-level 
winds generated by flow over and around orography 
in stably stratified conditions (e.g., Skeie and Grønås 
2000; Renfrew et al. 2009). In general, NWP errors 
tend to be larger in the Arctic than at midlatitudes 
(Nordeng et al. 2007), for the following reasons:

•	  First, the conventional observational data network 
in the Arctic is sparse. Satellites are therefore 
crucial in filling the observational gaps, but despite 
the excellent temporal coverage by polar-orbiting 
satellites, they are not yet able to compensate for 
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the lack of radiosonde data. Nevertheless, the value 
of satellite observations for NWP, for example 
through the Advanced Microwave Sounding 
Unit (AMSU-A) and the Infrared Atmospheric 
Sounding Interferometer (IASI), has been dem-
onstrated by several investigators (e.g., Cardinali 
2009; Hilton et al. 2009).

•	 Second, the weather phenomena listed in the 
previous paragraph are poorly represented in 
current numerical weather prediction models. 
This deficiency is partly due to the small spatial 
scales needed to resolve the processes responsible 
for severe weather phenomena (e.g., polar lows are 
an order of magnitude smaller than synoptic-scale 
cyclones). In addition, moist convection, which 
is a major challenge for NWP models (Yano and 
Geleyn 2010), is an important component in polar 
low development (Rasmussen and Turner 2003). 
Furthermore, the NWP models are known to 
have large biases in their treatment of the Arctic 
planetary boundary layer (Tjernström et al. 2005). 
These biases can significantly degrade the ability 
to simulate the phenomena in question.

Polar lows and other weather phenomena 
associated with MCAOs are treacherous in that they 
often arrive from the north during otherwise calm 
weather. In the television documentary about the 
International Polar Year (IPY)–The Observing System 
Research and Predictability Experiment (THORPEX) 
flight campaign, a fisherman from northern Norway 
explained how he and his brother saw a wall of dark 

clouds approaching from the north when they were 
surprised by a poorly forecasted polar low. Their boat 
capsized and his brother drowned. According to the 
former director of the weather forecasting office 
in Tromsø, Kari Wilhelmsen (in Grønås and Skeie 
1999), 56 vessels were lost at sea and 342 people died 
in Norwegian waters during the twentieth century. 
Undoubtedly a fair share of these deaths were due 
to weather associated with MCAOs, because these 
phenomena hit more abruptly with less warning in 
the form of classical weather signs than synoptic-
scale cyclones.

Detailed in situ measurements of atmospheric 
characteristics in polar lows by research aircraft are 
rare. The very first flight of this kind took place on 
27 February 1984 during the Norwegian Polar Low 
Project, when the National Oceanic and Atmospheric 
Administration (NOAA) WP-3D research aircraft 
penetrated an intense polar low over the Norwegian 
Sea southeast of Jan Mayen (Shapiro et al. 1987). 
Surface fluxes of sensible and latent heat were both 
estimated at about 500 W m−2 (Shapiro et al. 1987). 
However, it is important to note that those estimates 
were based on f lights at 300 m above the surface 
and therefore cannot be regarded as direct measure-
ments. The observations revealed a warm, moist 
inner core all the way up to 580 hPa and maximum 
wind speeds up to 35 m s−1 at two locations near the 
center of the polar low. Subsequent NWP model 
simulations (Grønås et al. 1987) showed that the 
model significantly underestimated the strength of 
the polar low, even though the initial conditions from 
the European Centre for Medium-Range Weather 
Forecasts (ECMWF) analysis appeared surprisingly 
realistic. The next two polar low flights were carried 
out over the northern Gulf of Alaska during the 
1987 Alaska Storms Program (Douglas et al. 1991). 
A polar low was penetrated on two consecutive days 
(2–3 March 1987) with the NOAA WP-3D, revealing 
a gradual deepening of the low and an increase of the 
vertical extent of the circulation with time. Similar 
to the polar low near Jan Mayen, the Alaskan polar 
low developed a warm core, even though it devel-
oped in a baroclinic environment. Returning to the 
Norwegian Sea with the NOAA WP-3D, the struc-
ture of a polar low near Greenland was investigated 
during the Coordinated Eastern Arctic Experiment 
(CEAREX) 1989 campaign (Douglas et al. 1995). 
This rather weak system had most of its circula-
tion below 800 hPa. Nevertheless, an upper-level 
vorticity perturbation was also found, suggesting a 
possible coupling between low-level and upper-level 
baroclinicities, as suggested in a previous theoreti-
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cal paper by Montgomery and Farrell (1992) and in 
a numerical study by Grønås and Kvamstø (1995). It 
was not until the 2005 Lofoten Cyclone campaign 
(LOFZY; Brümmer et al. 2009) that low-level flights 
(less than 50 m above the surface) were carried out 
in a polar low environment, thereby allowing direct 
measurements of surface fluxes of sensible and latent 
heat using high-frequency (100 Hz) sampling of verti-
cal velocity, temperature, and specific humidity. In 
the flight on 7 March 2005, areal averages of sensible 
and latent heat of 115 and 190 W m−2, respectively, 
were obtained in a shallow and short-lived polar low 
over the Barents Sea between Norway and Svalbard. 
The highest fluxes of 290 and 520 W m−2, respectively, 
were found underneath a cloud band to the north of 
the polar low center.

In summary, these observational studies indicate 
that a complex interplay among low-level baroclinic-
ity, upper-level forcing, sensible and latent heat fluxes, 
and latent heat release contributes to polar low genesis 
and intensification. This interplay has been addressed 
by theoretical and modeling studies: Some of them 
have merely focused on the moist convection associ-
ated with polar lows and have used hurricane theory 
to explain polar low evolution. Rasmussen (1979, 
1981) suggested conditional instability of the second 
kind (CISK) as a crucial mechanism in organizing 
the convection, and in support of this (Rasmussen 
et al. 2003) seemingly found evidence of a reservoir 
of convective available potential energy (CAPE) over 
the Norwegian Sea in polar low situations. Emanuel 
and Rotunno (1989) coined the term “arctic hur-
ricanes” for polar lows, and proposed wind-induced 
surface heat exchange (WISHE) as the mechanism 
for their development. Other studies (e.g., Mansfield 
1974; Duncan 1977) have focused on the baroclinic 
nature of polar lows. Because of the low tropopause 
in Arctic air masses, the weak static stability, and the 
large Coriolis parameter, maximum baroclinic wave 
growth is expected to occur for much smaller hori-
zontal scales than at midlatitudes (see, e.g., Holton 
2004, 230–238), which is consistent with the observed 
size of polar lows (200–500 km in diameter). Recently, 
Bracegirdle and Gray (2008), in a climatological study, 
found evidence for polar lows over the southern 
Norwegian Sea being of “type C” (Plant et al. 2003), 
meaning that they are driven by an interplay between 
an upper-level potential vorticity (PV) anomaly and 
latent heating. Farther north, on the other hand, 
Bracegirdle and Gray (2008) typically found stron-
ger baroclinic and weaker convective contributions. 
The model-based polar low studies of Mailhot et al. 
(1996) and Føre et al. (2011a, manuscript submitted to 

Quart. J. Roy. Meteor. Soc.) obtained extremely high 
sensible heat fluxes (1,200–1,400 W m−2) near the ice 
edge, and the latter study found sensible heating to 
be a crucial factor in explaining the polar low deep-
ening. The field campaign described below seeks to 
provide observational data that will enable scientists 
to validate these diverse conceptual models, while 
at the same time providing a test bed for the NWP 
models, thereby contributing to improved forecasting 
of polar lows.

Shallow Arctic fronts define the southern exten-
sion of the cold Arctic boundary layer originating 
over sea-ice/land and may extend several hundreds 
of kilometers southward during major cold air out-
breaks. The stable air of the frontal zone is eroded 
by a convective boundary layer building up over 
the sea, and model simulations indicate that the 
corresponding large surface f luxes and release of 
latent heat are important for the frontal circulation 
(Grønås and Skeie 1999). Although their small spa-
tial scale precludes routine detection, shallow Arctic 
fronts generating strong winds are believed to occur 
frequently in situations with off-shelf flow in winter. 
Only two detailed observations of Arctic fronts ex-
ist (Shapiro et al. 1989; Drüe and Heinemann 2001), 
and new observational data are essential for a better 
understanding of the phenomenon.

When the stable Arctic air impinges on the moun-
tains of Spitsbergen, strong jets and downslope winds 
can occur, aided by drainage and katabatic flow from 
the ice sheets over the interior of Svalbard, and the 
flow becomes highly nonlinear. For instance, Skeie 
and Grønås (2000) found speed-up factors larger 
than 2 relative to the upstream wind speed in easterly 
flow impinging on Spitsbergen. Previous studies also 
indicate that in order to simulate such wind storms, 
very high spatial resolution is required (e.g., Sandvik 
and Furevik 2002). These previous studies are almost 
exclusively model based, and there is an urgent need for 
observational data to validate the model simulations.

The purpose of this paper is to describe a field 
campaign, operated out of Andøya in northern 
Norway in 2008, gathering unique atmospheric 
data on the weather phenomena described above. 
The campaign was jointly funded by the Norwegian 
Research Council, the German Aerospace Center 
[Deutsches Zentrum für Luft- und Raumfahrt 
(DLR)], and the European Facility for Airborne 
Research (EUFAR). One of the international clusters 
within the International Polar Year effort was IPY–
THORPEX, consisting of, e.g., the Greenland Flow 
Distortion experiment (GFDex: Renfrew et al. 2008), 
Storm Studies in the Arctic (STAR; Hanesiak et al. 
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2010) and the Norwegian IPY–THORPEX, which 
we here report on. IPY–THORPEX is linked to the 
THORPEX program of the World Meteorological 
Organization (WMO), and the overall objective of 
the Norwegian IPY–THORPEX project is to improve 
the accuracy of high-impact weather forecasts in the 
Arctic region. In order to achieve this objective, the 
following research activities were initiated: (i) a com-
prehensive field campaign in the late winter of 2008 
described herein, (ii) investigations of the synoptic-
scale conditions preceding the development of the 
phenomena responsible for Arctic weather extremes, 
(iii) the development of a probabilistic forecasting 
system [the Limited-Area Model Ensemble Prediction 
System (LAMEPS)] for the Norwegian Arctic, and 
(iv) enhanced use of new satellite data, in particular 
from the IASI instrument on the European polar 
satellite MetOp.

The field campaign sought to address the following 
research questions:

•	 What is the relative role of low-level baroclinic-
ity, upper-level forcing, surface fluxes and latent 
heat release from deep convection for polar low 
development?

•	 To what extent can conceptual models from hur-
ricane theory (CISK, WISHE) be applied to polar 
lows?

•	 Is there a potential for improving weather forecasts 
(deterministic as well as ensemble) in the Arctic 
through targeted observations by aircraft?

It also was designed to meet the following needs: 

•	 Documenting the structure of Arctic fronts
•	 Investigating the capability of airborne lidar 

systems to capture mesoscale wind and humidity 
structures in the Arctic

•	 Leaving a legacy for future research by providing 
unique high-quality observational data to the 
international scientific community

•	 Leaving a legacy for weather forecasting by provid-
ing and exploiting new observational platforms 
[e.g., unmanned aerial systems (UAS)] in the data-
sparse Arctic region

In the following section, a general overview of 
the 3-week campaign is presented. In the section 
“Campaign snapshots” we present results from 
data gathered during selected flights, followed by a 
section on the use of targeted observations during 
the campaign. In the section “Leaving a legacy” the 
future directions for observations in the Arctic are 

discussed, before presenting a summary and the main 
conclusions of the study in “Concluding remarks.”

OVERVIEW OF THE CAMPAIGN AND SYN-
OPTIC CONDITIONS. The 3-week campaign 
took place during the period 25 February–17 March 
2008, with a base of operations at Andøya on the 
Atlantic coast of northern Norway, at 69°N, 16°E, 
some 280 km north of the Arctic circle (Fig. 1). The 
main measurement platform of the field campaign 
was the German research aircraft DLR Falcon, 
equipped with three measurement systems: (i) probes 
for in situ measurements of the turbulent fluctuations 
of the three-dimensional wind, temperature, and 
humidity; (ii) two lidar systems retrieving profiles 
of humidity and wind; and (iii) dropsondes that 
continuously measure wind, temperature, humidity, 
and pressure as they fall through the atmosphere. The 
technical features of the instruments are described 
in appendix A. A total of 12 missions were f lown, 
in three cases with refueling at Spitsbergen, and the 
total number of flight hours was 55. A total of 150 
dropsondes were released during the 12 missions, 
and all of the retrieved observations were transmitted 
onto the Global Telecommunication System (GTS), 
thereby influencing the operational model analyses 
at the time. An overview of the flights is presented 
in Table 1, while Fig. 1 shows the flight tracks and 
the geographical area. All the observational data of 

Fig. 1. An overview of the flights during the 3-week field 
campaign 25 Feb–17 Mar 2008. The numbers refer to 
flight numbers in Table 1. The campaign headquarters 
were at Andenes on the coast of Norway, at 69°N, 
16°E. Flights 1, 3, and 11 had refueling at Longyearbyen, 
Svalbard at 78°N, 16°E, while flights 9 and 10 took off 
from Keflavík, Iceland at 64°N, 23°W. The letters J, B, 
and N indicate geographical locations referred to in the 
text: J = Jan Mayen; B = Bear Island; N = Ny-Ålesund.
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the campaign are made available to the international 
community via the IPY Data and Information Service 
(http://ipydis.org/), as described in appendix B.

Surface fluxes of sensible and latent heat, which 
are important ingredients in polar lows, can be 
measured in situ by flying into the lowest 50 m of 
the atmosphere and exploiting the turbulent probes 
on the aircraft. This was done by the DLR Falcon 
in the LOFZY 2005 campaign. However, because of 
the risk of misalignment of the sophisticated lidar 
instruments on board, it was decided not to fly into 
the turbulent surface layer. Another possible way of 
obtaining the surface latent heat flux is by combining 
the two lidar systems, as described by Kiemle et al. 
(2007). However, this would have required flying in 
the lower troposphere, which in most of the polar low 
cases was very cloudy, while at the same time losing 
the ability to obtain dropsonde profiles through 
the whole troposphere. Therefore, with one minor 
exception north of Svalbard on 15 March, all the 
flights in this campaign were carried out at altitudes 
of about 8 km. That altitude is ideal both for lidar 
and dropsonde profiling of the whole troposphere. 
For the two polar low cases described below, surface 
fluxes of sensible and latent heat were estimated from 
bulk formulas using near-surface temperature and 
humidity from the dropsondes, combined with sea 
surface temperatures (SSTs) from model analyses 
(Føre et al. 2011b). The results of these calculations 
will be discussed below (note that Fig. 10 is based on 
such a calculation).

To complement the aircraft observations, the cam-
paign was augmented by surface observations: Two 
Norwegian coast guard vessels released radiosondes 

on demand within the area of interest. Additional 
6-hourly radiosonde releases were carried out at the 
Norwegian Arctic stations Jan Mayen, Bear Island, 
and Ny-Ålesund. In collaboration with the integrated 
Arctic Ocean Observing System (iAOOS), drifting 
buoys supplied observations of sea-level pressure and 
near-surface winds. Finally, two unmanned aerial sys-
tems were deployed at Spitsbergen for measurements 
of the Arctic atmospheric boundary layer. The larger 
one, a CryoWing with a wingspan of 3.8 m and a maxi-
mum takeoff weight of 30 kg (http://uas.norut.no/
UAV_Remote_Sensing/CryoWing.html), operated by 
the Northern Research Institute (NORUT) in Tromsø, 
was stationed close to Longyearbyen. The smaller one, 
a Small Unmanned Meteorological Observer (SUMO; 
Reuder et al. 2009)—a lightweight micro-UAS with 
a wingspan of 80 cm and a takeoff weight of 580 g, 
developed and operated by the Geophysical Institute, 
University of Bergen (UiB)—was used as a “recoverable 
radiosonde” both on land and during a cruise around 
Spitsbergen from the helicopter deck of the Norwegian 
Coast Guard vessel KV Svalbard.

Following the mildest December–February (DJF) 
period on record in northern Norway, the weather 
pattern changed dramatically during the last week of 
February, such that two out of the three weeks of the 
campaign were dominated by cold Arctic air masses 
over the area of interest (shown in Fig. 1). This is shown 
in Fig. 2, expressed by the dimensionless MCAO index, 
which is approximately equivalent to the difference 
between the SST and the potential temperature at 
700 hPa in kelvins (Bracegirdle and Kolstad 2010) and 
is therefore a good measure of the vertical stability in 
the lower troposphere. Typical MCAO index values 

Table 1. An overview of the 12 missions that were flown during the campaign. In all 56 flight hours 
were carried out, releasing 150 dropsondes.

Mission # Date Objective Flight hours Dropsondes

1 27 Feb Svalbard gap flows 6h 50min 8

2 28 Feb Reversed Arctic front 3h 50min 15

3 1 Mar Polar low Barents Sea 7h 50min 19

4 3 Mar Polar low Norwegian Sea 4h 05min 20

5 3 Mar Polar low Norwegian Sea 3h 45min 15

6 4 Mar Polar low Norwegian Sea 3h 30min 20

7 6 Mar Lee flow in northern Norway 3h 45min 8

8 9 Mar Barrier flow in eastern Greenland 3h 55min 6

9 10 Mar Orographic winds Iceland 4h 10min 6

10 11 Mar Targeting northeast of Iceland 3h 45min 6

11 15 Mar Cold air outbreak Svalbard 7h 15min 14

12 17 Mar Polar low Norwegian Sea 3h 25min 13
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during polar lows range from 2 to 20, with an average 
in the 5–10 range. The figure displays the daily mean 
MCAO index from 1 February to 30 March 2008 
defined along the 71°N latitude line in the Atlantic 
sector. During the first 10 days of the campaign 
(25 February–6 March) the MCAO index values 
were about 5–10 units higher than the climatological 
mean in this region (about −5 to 0 during winter), as a 
cold upper-level low dominated the flow pattern (not 
shown). This was the period when several polar low 
developments took place, including the 3–4 March 
polar low, which is extensively described below. Seven 
flight missions with a total of 35 flight hours were 
flown in this 11-day period. On 7 March, the atmo-
spheric flow patterns started to change, with warmer 
air masses advancing into the Norwegian and Barents 
Seas over the following days. Consequently, the atten-
tion was shifted to the Greenland–Iceland area, where 
northerly flow prevailed, and the next three missions 
were carried out in that region (Table 1), studying 
barrier flow generated by Greenland’s orography, as 
well as wind patterns generated by isolated mountains 
in Iceland (see, e.g., Ólafsson and Ágústsson 2007). 
Then, starting on 15 March, a sustained period with 
high MCAO index values, at times more than 10 units 
higher than the climatological mean, occurred in most 
of the region east of the 0° meridian.

Months before the campaign, a f light plan strat-
egy document for the campaign was written (Barstad 
et al. 2008). Different weather scenarios were worked 
out and f light plans were made. During the cam-
paign a group of about 30 scientists and technicians 
from several institutions and as many as 11 coun-
tries had their headquarters at the Andøya Rocket 
Range (http://rocketrange.no), only 4 km from 
the airport at Andøya where the DLR Falcon was 
based. A core group of about five scientists carried 
out the day-to-day f light planning and were in close 
dialog with the DLR crew and technicians. For the 
f light planning, in addition to rapid Internet access, 
the scientists also had direct access to up-to-date 
analysis and forecast products of the Norwegian Me-
teorological Institute (NMI), making extensive use 
of the graphical software DIANA. In addition, they 
were in occasional contact with on-duty forecasters 
at the NMI regional office in nearby Tromsø, who 
have for the last 5–10 years had a special focus on 
polar low forecasting.

CAMPAIGN SNAPSHOTS. We now describe 
some results from selected f lights during the 
campaign, giving a f lavor of the different weather 
phenomena that were encountered, as well as some 
of the associated weather forecasting issues.

Fig. 3. The weather situation at 1200 UTC 27 Feb 
2008, depicted by an infrared satellite image (NOAA-16 
channel 4) overlaid with fronts and symbols from the 
Norwegian Meteorological Institute’s subjective analy-
sis, sea-level pressure from ECMWF analysis (black 
contours), and QuikSCAT-derived 10-m winds (wind 
barbs). The QuikSCAT wind data are from the time 
window 0900–1500 UTC. The thick dashed black lines 
outline the section shown in Fig. 4, while the red dotted 
line A–B indicates the position of the cross section in 
Fig. 5. The ice edge is shown by a dotted black line.

Fig. 2. The MCAO index for each NCEP reanalysis grid 
point along latitude 71°N in the Atlantic sector from 
1 Feb to 30 Mar 2008. The dark blue cells on the far left 
are due to the presence of sea ice. The dashed black 
lines delineate the campaign period 25 Feb–17 Mar 
2008. The climatological average of the MCAO index 
during the winter in this region is about −5 to 0.
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Orographic winds at Spitsbergen. On the first full day of 
the campaign, 26 February, a decision was made to fly 
a double mission on the following day, with the objec-
tive of measuring 1) air mass contrasts across a station-
ary front over the Barents Sea and 2) terrain-induced 
disturbances in the vicinity of the main Svalbard 
islands, Spitsbergen and Nordaustlandet (separated by 
a dotted line in Fig. 3). Figure 3 displays the weather 
situation for 1200 UTC 27 February 2008, showing a 
stationary front oriented northwest–southeast over 
Bear Island (74°18ʹN, 19°06ʹE), dividing the air masses 
in the Barents Sea. Relatively warm air resides to the 
southwest, while the northeast sector is dominated by 
Arctic air moving westward, leading to cloud street 
formation over the relatively warm ocean. When the 
cold and stable air in the northeasterly flow impinges 
on the Spitsbergen orography, some lifting is expected 
as the air—at some vertical level—flows over the 
mountains. Linear theory for flow over topography 
(Smith 2002) indicates that whenever stable air rises 
(sinks), a positive (negative) pressure anomaly is ex-
pected at the surface. As surface air approaches this 
positive anomaly upstream of the mountains, it is 
forced to slow down, and rotational effects yield a 
diversion of the air to the left of the mountains (in the 
Northern Hemisphere). This is evident in Fig. 3 where 
the model analysis shows a tight sea-level pressure 
field, and elevated Quick Scatterometer (QuikSCAT) 
winds (15 m s−1) observed near the southern tip of 
Spitsbergen. Fortunately, we were able to obtain ex-
ceptionally good coverage and range with the lidars 
on this day. The humidity lidar scan (Fig. 4, upper 
panel) shows the much lower near-surface specific 
humidity over the sea near Svalbard (at 400–500 km 
in the figure) than over the open ocean. At 2–6 km it 
shows structures possibly associated with mesoscale 
circulations. The gaps in the display are mainly due 
to clouds, which cause a rapid saturation of the laser 
beam. From the wind lidar scans (Fig. 4, lower panel), 
the most spectacular feature is the near-surface wind 
speed exceeding 20 m s−1 near the southern tip of 
Spitsbergen (just before 1216 UTC in the figure), as 
well as in outflow areas from the fjords on the west 
coast of the island (e.g., the Hornsund fjord soon after 
1216 UTC and the Van Mijen fjord just before the end 
of the section). The low-level wind direction from the 
lidar scans (not shown) is east-northeasterly, parallel to 
these fjords. These observations are particularly inter-
esting because the observed winds are several meters 
per second stronger than those predicted by the opera-
tional NWP models at the time. The large data gap in 
the wind lidar near 600 km is due to a lack of aerosol 
backscatter in the pristine Arctic troposphere.

After refueling in Longyearbyen at Spitsbergen, 
the DLR Falcon took off at 1330 UTC and then 
f lew through the Hinlopen Strait (from A to B in 
Fig. 3), which separates the islands of Spitsbergen 
and Nordaustlandet in the Svalbard Archipelago. 
Five dropsondes were released. Figure 5 shows a 
vertical cross section where the lidar scans indicate 
wind speeds up to 20 m s−1 in the strait exit. This is 
corroborated by dropsonde data showing maximum 
strength at about 200-m height in the same location. 
From idealized simulations, Gaberšek and Durran 
(2004) found that increased gap wind along with a 
heating of exiting air must be due to a net descent in 
the gap. This is the situation in the Hinlopen Strait, 

Fig. 4. Lidar measurements along the track of flight 
1 (track shown in Fig. 3) from northern Norway to 
Spitsbergen between 1100 and 1228 UTC 27 Feb 2008. 
(top) Specific humidity (g kg−1); (bottom) horizontal 
wind speed (m s−1). The blue mark just after 400 km 
indicates the location of the ice edge, while the red 
mark denotes where the aircraft comes in over land 
slightly north of the southern tip of Spitsbergen. The 
black mark near the end of the lower panel indicates 
the Van Mijen fjord. The blue bar below the two panels 
has tick marks for turning points of the flight track 
(cf. Fig. 3).
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as observed in the dropsonde dataset: the potential 
temperature surfaces descend through the strait, as 
shown in Fig. 5, and at the same time, the wind speed 
increases. In addition to mechanisms indicated by 
Gaberšek and Durran (2004), the open waters on the 
lee side of the mountains produce positive buoyancy, 
which may have a significant impact on the flow. A 

more in-depth investigation of this 
case is presented by Barstad and 
Adakudlu (2011).

Reversed arctic front on 28 February. 
After missing a poorly predicted 
polar low north of the island of 
Jan Mayen (70°59ʹN, 8°29ʹW) on 
27 February, the campaign team 
was keeping a close eye on that area 
on 28 February, when a new dis-
turbance was expected to develop 
there, while a weaker system was 
moving toward Lofoten (67°30ʹN, 
7°33ʹE) from the southwest. Interest-
ingly, these two systems, which had 
different structures and different 
behavior, were dynamically linked, 
as seen in Fig. 6a. Figure 6b shows 

that the frontal zone is reversed, with the coldest air 
residing to the south. The reversal is caused by advec-
tion of cold air around an upper-level cold low over 

Fig. 6. (top) A surface analysis from the Norwegian 
Meteorological Institute at 1200 UTC 28 Feb 2008, 
showing sea level pressure (blue, every 2 hPa) and 
500–1000-hPa thickness (red, dashed, every 20 m). The 
green line and the numbers 1–4 refer to the cross sec-
tion in the lower panel. (bottom) A north-northeast–
south-southwest-oriented cross section of potential 
temperature (K) and horizontal wind (arrows) from 
two of the dropsondes from the third flight leg shown 
in the upper panel, between 1244 and 1306 UTC. The 
wind from the other two dropsondes is not shown be-
cause of gaps in the data from these sondes.

Fig. 5. Cross section through the Hinlopen Strait 
between 1400 and 1430 UTC 27 Feb 2008, showing 
retrieved wind speed (color; m s−1) from Doppler lidar 
scans overlaid with dropsonde wind arrows (one long 
barb is 5 m s−1; a short barb is 2.5 m s−1). Horizontal axis 
indicates the distance (km) in the flight direction. The 
black, dashed–dotted lines show potential tempera-
ture (every 4 K) interpolated from the dropsonde data. 
The cross section’s position is indicated in Fig. 3 as a 
red broken line. The dashed gray line is the silhouette 
of the large-scale mountains adjacent to the strait. The 
thick solid line indicates the sea ice extent.
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Greenland, while the warm air on the north side has 
been advected from a southerly direction over the 
relatively warm waters of the eastern North Atlantic. 
Associated with the reversed temperature gradient, 
there was a strong easterly thermal wind, causing a 
southeasterly upper-level jet of 34 m s−1 (Fig. 6b).

Polar low on 3–4 March. In the aftermath of a deep 
synoptic-scale cyclone, which dissipated off the coast 
of northern Norway on 2 March 2008, a convergence 
zone gradually formed along the 0°E meridian, 
stretching from the sea-ice edge at around 80°N to 

about 74°N (Fig. 7a). At the same time, as indicated 
by the cloud structure in Fig. 7a, another frontal zone, 
most likely a remnant of a previous frontal system, 
stretched eastward along 74°N latitude to about 25°E. 
Based on the available NWP guidance, a polar low 
was expected to develop near the intersection of these 
two zones, and it was decided to launch two flight 
missions on 3 March.

In the northerly f low west of the north–south-
oriented frontal zone, evidence of a cold air outbreak 
is seen as cloud streets developing downwind of the 
ice edge (Fig. 7a). Farther downwind, near 70°N, 

Fig. 7. NOAA AVHRR IR satellite images overlaid with sea-level pressure analyses (every 5 hPa) from the 
operational Norwegian HIRLAM system and QuikSCAT winds, showing a) a 1200 UTC 3 Mar 2008 analysis 
combined with the IR image at 1221 UTC; b) a 1500 UTC 3 Mar 2008 analysis, combined with the IR image at 
1601 UTC; c) a 0300 UTC 4 Mar 2008 analysis, combined with the IR image at 0307 UTC; and d) a 1200 UTC 
4 Mar 2008 analysis, combined with the IR image at 1128 UTC. Red dots indicate dropsonde release positions 
discussed in the text. Note that the dropsonde points do not coincide exactly in time with the satellite images. 
The QuikSCAT wind data are from the time window 0900–1500 UTC.
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a cold front is clearly visible at the leading edge of 
the cold air outbreak, west of 5°E (Fig. 7a), near the 
island of Jan Mayen (indicated by the letter J in Fig. 1). 
According to the operational NWP models, this 
system was not expected to develop further, possibly 
due to the much lower SSTs in that area.

The surface analysis in Fig. 7a shows the incipient 
surface low at about 73.5°N and 2°E, with a minimum 
pressure of about 990 hPa. The first flight took off at 
1000 UTC, releasing 20 dropsondes in a “butterfly” 
pattern (flight 4 in Fig. 1). This pattern was carefully 
designed to 1) capture the air mass contrasts by flying 
along the temperature gradients associated with the 
confluence zones, 2) capture the center of the incipi-
ent cyclone, and 3) facilitate the use of the lidar instru-
ments by flying relatively long straight flight legs in 
the area outside the polar low. A similar strategy was 
followed on the two subsequent flight patterns into 
the polar low (flights 5 and 6 in Fig. 1).

Figure 7a indicates the positions of five dropsondes 
released during one of these legs, crossing the north–
south-oriented convergence zone from east to west, 
and Fig. 8a shows the potential temperature from 
this section based on the dropsonde data. The most 
prominent feature is the shallow front, confined 
below 700 hPa, with the advancing cold air on the 
western side. Because of geostrophic adjustment in 
the reversed-shear f low with a southerly thermal 
wind, there is an associated northerly low-level jet 
with a wind speed of 26 m s−1 at 940 hPa, detected by 
sonde number 3 (Fig. 8b).

The second flight took off at 1430 UTC and lasted 
for 3 h, releasing dropsondes in three straight flight 
legs. A close inspection of the satellite image about 
midway into the flight (Fig. 7b) reveals the formation 

of an eyelike feature in the polar low, surrounded by 
cyclonic motion near 73°N, 2°E. The second flight leg 
stretches from southwest to northeast near the center 
of the developing polar low (see Fig. 7b). A potential 
temperature section from this leg (not shown) reveals 
a warm anomaly between 400 and 800 hPa very 
close to the cyclone center. Such a downfolding of 
the potential temperature at upper troposphere level 
can be an indication of an upper-level PV anomaly 
(Hoskins et al. 1985). It can also be an indication of 
descending air.

Overnight, the developing polar low intensified 
and moved southeast, so that by 0307 UTC a fully 
developed polar low was clearly discernible in satel-
lite imagery (Fig. 7c). A third flight was launched on 
4 March at 1000 UTC, lasting 3 h 15 min, dropping 
a total of 20 sondes, and seeking to capture the struc-
ture of the mature stage of the polar low. Figure 7d 
shows the polar low at 1128 UTC on 4 March, about 
midway through this mission. Now, the center of the 
polar low consists of organized convective cells, with a 
spiral-like cloud band curving to the northeast being 
the only remnant of the convergence zone that was so 
well defined one day earlier. Farther south, the Arctic 
front that was seen near Jan Mayen in Fig. 7a has now 
reached the Norwegian coast. The first flight leg, re-
leasing nine dropsondes, was a straight cut through 
the low in a direction from northeast to southwest 
(see marks in Fig. 7d). Figure 9a shows the relative 
humidity from these observations. At the mature 
stage the polar low is characterized by towers of moist 
air, with relative humidity values above 80% observed 
all the way up to 500 hPa. A very interesting feature 
in Fig. 9a is the dry upper-level air found in sonde 4. 
This sonde was dropped close to what looks like an 

Fig. 8. West–east-oriented cross sections, based on dropsondes from the first flight on 3 Mar 2008 (indicated in 
Fig. 7a), between 1127 (at 75°04ʹN, 6°00ʹE) and 1152 UTC (at 74°46ʹN, 3°17ʹW), showing (a) potential tempera-
ture (K) and (b) horizontal wind speed (m s−1) and horizontal wind direction (arrows, scaled in size according 
to the wind speed).
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eye in the satellite image in Fig. 7d. Figure 9b shows 
the potential temperature in the section through 
the cyclone. On the cold side (left) the tropopause is 
located at about 500 hPa, which is also the height of 
the convective towers seen in Fig. 9a. The central core 
of the cyclone (dropsonde 4) is characterized by warm 
air and weak static stability, which, combined with 
the dry feature seen in Fig. 9a, may indicate intrusion 
of stratospheric air near the center of the cyclone. 
A corresponding cross section of specific humidity 
(not shown) confirms this dryness, with values of, for 
example, below 0.4 g kg−1 at 750 hPa, as compared to 
about 1.0 g kg−1 in the surrounding dropsondes. At 
1800 UTC, a few hours after the flight on 4 March, 
the polar low made landfall at 64°N, 10°E. As it did so, 
20 m s−1 winds and snowfall were observed at Hitra 
island, about 100 km farther west-southwest.

As mentioned earlier, Føre et al. (2011b) used the 
dropsonde data from 3–4 March to calculate surface 
f luxes of sensible and latent heat. Already, during 
the incipient stage on 3 March (Fig. 7a), they found 
sensible heat fluxes of about 250 W m−2 and latent heat 
fluxes of about 200 W m−2 in the cold air outbreak 
to the west (rear) of the polar low. On the follow-
ing day when the polar low had reached maturity, 
the sensible and latent heat fluxes had increased to 
about 300 and 350 W m−2, respectively. These latter 
values can be compared to the direct measurements 
by Brümmer et al. (2009) and the observational 
estimates by Shapiro et al. (1987). The former study 
had maximum sensible heat fluxes similar to those 
of Føre et al. (2011b), but the maximum latent heat 
flux in Brümmer et al. (2009) of 520 W m−2 was much 
higher than obtained for the 4 March 2008 case. 
These differences may be related to the somewhat 
stronger winds in Brümmer’s case yielding generally 

higher f luxes, combined with the fact that the sea 
surface temperatures in the Norwegian Sea south of 
70°N are much higher than in the Barents Sea, which 
would tend to boost the sensible heat flux. The flux 
estimates of Shapiro et al. (1987) of 500 W m−2 for 
sensible as well as for latent heat flux are considerably 
higher than those of Føre et al. (2011b), and that can 
be attributed to the stronger winds in Shapiro’s case: 
35 m s−1, as compared to about 25 m s−1 on 4 March 
2008. Clearly, the different methods used to obtain 
the estimates in these three cases may also influence 
the results.

A major asset of having so many flights in condi-
tions with polar lows is the ability to test and validate 
numerical and conceptual models of polar lows. The 
campaign data have already been used by Linders 
and Saetra (2010) to address the questions of pos-
sible mechanisms for polar low deepening described 
in the introduction. Using all dropsondes from 
polar-low-like conditions during the campaign, they 
calculated CAPE and convective inhibition (CIN). 
Invariably they found CAPE values to be very small, 
in most cases on the order of 100 J kg−1 or less. This 
led the authors to reject CISK as a likely mechanism 
for polar low development. They attributed the low 
CAPE values to the small time scale by which the 
convection exhausts the excessive potential energy 
that is continuously produced by the heating of the 
atmosphere from below in the cold air outbreak. 
They further attributed the discrepancy of their 
CAPE values with the previous estimate of a CAPE 
reservoir by Rasmussen et al. (2003) to the use of 
inaccurate National Centers for Environmental 
Prediction (NCEP) analyses in that study. In this 
way, the campaign data are already changing our 
understanding of polar low dynamics.

Fig. 9. (left) Southwest- to (right) northeast-oriented cross section based on dropsondes from the flight on 4 Mar 
2008 (indicated in Fig. 7d), between 1041 (at 68°06ʹN, 10°19ʹE) and 1132 UTC (at 64°32ʹN, 0°27ʹW), showing 
(a) relative humidity (%) and (b) potential temperature (K).
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As opposed to the polar low on 27 February 
(mentioned above) and the polar low to be described 
below (on 16–17 March), the 3–4 March polar low was 
remarkably well predicted 24–36 h in advance (not 
shown), making flight planning easier than expected. 
Flight plans for the incipient stage of the polar low 
early on 3 March that were designed on 2 March only 
needed minor adjustments before takeoff. Likewise, 
the second f light on 3 March and the f light on 
4 March successfully followed plans made up to half a 
day earlier. It is likely that the high predictability of the 
polar low in the early stages (Figs. 7a,b) was related to 
the frontal zones stretching to the north and east be-
ing well resolved in the models. Polar lows that do not 
have such well-defined baroclinic features are likely to 
be less predictable. Flight planning for the following 
day, 4 March, may on the other hand have been aided 
by the influence of the dropsondes on 3 March, which 
may have improved the predictability for that day (cf. 
the section on p. 14 titled “The impact of targeted 
observations on a deterministic forecast”).

Polar low on 16–17 March 2008. In connection 
with the MCAO over the Norwegian and Barents 
Seas starting on 12 March (see Fig. 2), conditions 
for polar low development gradually became more 

favorable over the following days. The “favorable 
conditions” were indicated by various factors previ-
ously shown to accompany polar low developments 
(e.g., Blechschmidt et al. 2009): a temperature differ-
ence between the sea surface and 500 hPa exceeding 
40 K (Noer and Ovhed 2003), the existence of an 
upper-level (500 hPa) low in the area of interest, and 
a PV anomaly propagating along the tropopause 
approaching the area of interest.

It was decided to fly over the area west and north of 
Spitsbergen on 15 March, dropping sondes at selected 
points along the transit from Andøya (Fig. 10), in 
order to capture the initial cold air outflow, which was 
expected to initiate a polar low development several 
hundred kilometers farther south. As Fig. 10 shows, 
the f light track crossed a pronounced baroclinic 
zone, with the 500–1000-hPa thickness decreasing 
from 5,220 m at the first dropsonde (at 71°N, 15°E) 
to 4,960 m at the last dropsonde (at 81°N, 2.5°E). 
Just west of the flight track there was a rather sharp 
southeast–northwest-oriented warm core trough, 
which had slightly deepened over the preceding 12 h 
(not shown). Associated with the trough were distinct 
cloud features (not shown), while the air was less 
cloudy in the high pressure ridge to the south and 
southeast of Spitsbergen. The cross sections based 

on the six soundings (Figs. 11a,b) 
reveal the contrast between the 
dry, stable Arctic air to the north 
(surface temperature of −28°C over 
the sea ice) and the more humid, 
conditionally unstable maritime air 
to the south. The cross sections also 
show signatures of the baroclinic fea-
tures from Fig. 10 (e.g., an inversion 
near 800 hPa at dropsondes 2 and 3, 
probably linked to midlevel warm 
advection in connection with the 
trough). Another sloping inversion 
is found going from about 650 hPa 
at dropsonde 2 to about 550 hPa 
at dropsonde 3 (Fig. 11a), with a 
sharp transition to drier air above 
(Fig. 11b). At the southernmost 
dropsonde (sonde 1), close to where 
the polar low developed 12–24 h 
later, the upper troposphere is moist 
and less stable than in dropsondes 2 
and 3, indicating deep convection.

In Fig. 10 we show the surface 
f luxes that we computed from the 
dropsonde data, as described above. 
We note that with the exception of 

Fig. 10. Analyses by the Norwegian HIRLAM12 model of sea level 
pressure (black solid lines, every 2 hPa) and 500–1000-hPa thickness 
(green, dotted lines, every 20 m) at 1200 UTC 15 Mar 2008. Areas in 
blue shading are covered with sea ice. Orange and red numbers indi-
cate estimated surface fluxes of latent heat (W m−2) and sensible heat 
(W m−2), respectively, from dropsondes during the flight on 15 Mar 
2008, between 0914 (southernmost dropsonde) and 1055 UTC (north-
ernmost dropsonde), while the wind barbs indicate the observed wind 
from dropsondes at 10 m above sea level. See text for details.
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the sensible heat flux at the northernmost dropsonde, 
all the flux values are below 200 W m−2, and the com-
bined flux is below 300 W m−2. These modest values, 
compared to those obtained by Føre et al. (2011b) 
for the 3–4 March case, are mainly due to the rather 
low wind speeds at this point. Also, we note from 
the angle between the wind barbs and the thickness 
lines that the temperature advection near the surface 
is rather weak at the dropsonde locations.

Unfortunately, because of heavy snowfall at 
Andøya on the following day (16 March), a planned 
mission into the mature polar low (Fig. 12) had to 
be canceled. Therefore we are unable to perform a 
dropsonde-based comparison of the two polar low 
cases (3–4 March and 16–17 March), either in terms 
of structure or surface fluxes.

Compared to the polar low development on 
3–4 March, the NWP model guidance turned out to 
be very poor for the 16–17 March polar low, rendering 
advance flight planning extremely difficult. Thirty-
six-hour forecasts from three operational models at 
the time—the regional High-Resolution Limited-
Area Model (HIRLAM) and the fifth-generation 
Pennsylvania State University–National Center for 
Atmospheric Research (NCAR) Mesoscale Model 
(MM5)-Storm, as well as the global model of the 
ECMWF—all placed the polar low several hundred 
kilometers too far southwest, as seen in Fig. 12. 
Furthermore, the polar lows made landfall 12–24 h 
too early in most of the models. One possible contrib-
uting factor is the lack of strong baroclinic forcing in 
the 16–17 March case, compared to the 3–4 March 

case, as evidenced by the frontal-like structures in 
Fig. 7a. Another factor is the presence of three cy-
clonic centers, visible at 72.5°N, 2°W; 72.5°N, 3.5°E; 
and 71.5°N, 11°E in Fig. 12. While the westernmost 
disturbance developed into a polar low in some of the 

Fig. 11. (left) South-southeast- to (right) north-northwest-oriented cross sections based on the dropsondes 
from the flight on 15 Mar 2008 (cf. Fig. 10), between 0914 (at 71.0°N, 14.9°E) and 1055 UTC (at 80.8°N, 2.6°E), 
showing (a) equivalent potential temperature (K) and (b) relative humidity (%). The light blue marks indicate 
the position of the ice edge, with open water on the left. The arrows in the left panel indicate the direction of 
the horizontal wind, based on the dropsonde data.

Fig. 12. A MODIS Terra infrared satellite image from 
1050 UTC 16 Mar 2008, showing an intense polar low 
at approximately 71.5°N, 11°E. The image was obtained 
from the web server of the University of Dundee (www 
.sat.dundee.ac.uk). Here L1, L2, and L3 denote pre-
dicted positions (+36 h) of the polar low at 1200 UTC 
by three major operational models at the time.
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operational models, it was the easternmost distur-
bance that developed in reality. It is conceivable that 
small errors in the initial state or in the model phys-
ics may have led the models to develop the “wrong” 
system. Ongoing investigations seek to answer 
this question and explore the possible relevance of 
the so-called dual polar low concept, described by 
Renfrew et al. (1997) and Brümmer et al. (2009).

THE INFLUENCE OF ADDITIONAL CAM-
PAIGN OBSERVATIONS ON POLAR LOW 
FORECASTING. The impact of targeted observa-
tions on a deterministic forecast. Targeted observations 
are additional meteorological observations that may 
be used to supplement the routine observing network 
in data-sparse regions. They are targeted in the sense 
that they are placed in locations where the forecast 
for a specified region downstream is sensitive to 
initial condition errors (so-called sensitive regions). 
Initial condition errors are more likely to occur in 
data-sparse areas (i.e., where few routine meteoro-
logical observations are available to constrain the 
first-guess fields). As discussed in the introduction, 
the European Arctic is data sparse, particularly with 
respect to high-resolution profile observations.

Previous field campaigns [see Langland (2005) for 
an overview] have all followed a similar methodol-
ogy for targeting observations. First, the verification 
region (i.e., the region that we wish to improve the 
forecast for) is defined. Next, sensitivity methods 
are used to determine where the forecast for the 
verification region is sensitive to initial condition 
errors, which may result in a large forecast error 
downstream. Finally, the f light is designed and 
implemented, trying to cover as much of the target 
region as possible with additional observations, 
usually from dropsondes. This methodology may 
be unsuitable when the key dynamical feature that 
will affect the forecast in the verification region 
has itself a scale of only a few hundred kilometers. 
During the Andøya campaign, the targeting meth-
odology was to exclusively target the polar low that 
was the main dynamical feature within the area of 
forecast sensitivity. Predictions of the locations of 
these regions of forecast sensitivity were provided by 
the ECMWF Data Targeting Suite (DTS), which was 
being trialed during the field campaign, for a fixed 
verification region over Norway. The DTS is part 
of the Eurorisk Prevention, Information, and Early 
Warning (PREVIEW) program (www.preview-risk 
.com). Maps showing the sensitive regions for this 
verification region were provided twice a day for 
a forecast lead time (from forecast initialization 

to targeting) of 36 h and optimization times (from 
targeting to forecast verification) of 12, 24, and 36 h. 
Maps of forecast sensitivity were created using two 
methods: total energy singular vectors (TESV; Buizza 
and Montani 1999) and the ensemble transform 
Kalman filter (ETKF; Bishop et al. 2001). It was noted 
that during periods of MCAOs the region of maxi-
mum forecast sensitivity identified by the ETKF was 
always over the north Norwegian and Barents Seas, 
in the region where polar lows form and where the 
observational network is sparse, whereas the TESV 
tended to identify areas farther south and west.

We now turn to the polar low on 3–4 March, stud-
ied above, and we focus on dropsonde data from the 
two flights on 3 March. A large region surrounding 
the polar low was identified as a sensitive region by 
the ETKF sensitive area predictions, but not the TESV 
sensitive area predictions. The data from the drop-
sondes were sent to the global telecommunications 
system in real time; however, only the sondes from the 
later flight on 3 March were operationally assimilated 
into the model analyses (at 1800 UTC), as the sondes 
from the first flight missed the data cutoff time for the 
1200 UTC analysis. To study the impact of these tar-
geted sondes on the forecast for Norway, hindcast stud-
ies have been performed using the Met Office Unified 
Model (MetUM) version 6.1 with a three-dimensional 
variational data assimilation scheme. The forecasts 
from 1200 and 1800 UTC 3 March have been rerun 
on a 24-km grid limited-area domain assimilating 
either only routine observations, or both routine and 
targeted observations at 1200 and 1800 UTC. An 
initial comparison of these forecasts with ECMWF 
operational analyses shows that the sondes from the 
1200 UTC flight did not improve the forecast of the 
polar low landfall (not shown). On the other hand, the 
sondes from the 1800 UTC flight did improve the posi-
tion and intensity of the polar low as it made landfall 
in Norway (Fig. 13). The ECMWF analysis shows the 
polar low making landfall at 1800 UTC on 4 March, 
with the 10-m winds exceeding 21 m s−1 to the south-
west of the polar low center (Fig. 13c). In the forecast 
containing only routine observations (Fig. 13b), valid 
at the same time as the analysis, the polar low has 
already made landfall farther south, and therefore the 
region of strong winds is too far south and the winds 
are weaker. The forecast containing targeted observa-
tions from 1800 UTC (Fig. 13a) improves the polar low 
position and strength, although the region of strong 
winds extends too far south compared to the analysis. 
In a separate study by Irvine et al. (2011), the ECMWF 
analyses for this case were validated using dropsonde 
and QuikSCAT observations, and a good agreement 
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was found. Further work is underway to confirm the 
impact of the targeted sondes on the forecast and the 
reasons for this impact.

The impact of additional observations on an ensemble 
forecast. At the Norwegian Meteorological Institute, 
a 21-member limited-area short-range ensemble pre-
diction system (LAMEPS) has been quasi-operational 
since February 2005 (Frogner and Iversen 2001, 2002; 
Frogner et al. 2006). The system was upgraded in 
November 2007 and in mid-February 2008, providing 
an extension of the integration domain to include 
larger parts of the Arctic Ocean and with a grid 
spacing reduced from 22 to 12 km. Also, two differ-
ent cloud parameterization schemes were introduced, 
alternating between the ensemble members, and the 
forecast frequency was doubled to twice per day. 
Aspelien et al. (2011) give a comprehensive descrip-
tion and evaluation of the system.

Here we use the spread between the ensemble 
members to measure random variations relative to 
the impact of additional campaign observations. The 
objective is to improve the prediction skill for the polar 
low over the Norwegian Sea on 3–4 March 2008. The 

additional campaign observations are 1) dropsondes 
from the DLR Falcon aircraft, 2) additional radio-
sondes from three Russian Arctic stations; 3) addi-
tional radiosondes from Norwegian coast guard vessels 
KV Svalbard and KV Senja, and 4) additional radio-
sondes from 0600 and 1800 UTC at Bear Island.

The impact of the additional observations is 
measured by running two data assimilation cycles 
in parallel. Thus, a double set of analyses of the 
atmospheric state is produced every 6 h, and the 
difference between each pair of analyses is only due 
to the campaign observations, as interpreted by the 
data assimilation system. Note that each analysis is a 
function of the model state, provided as a “first guess,” 
and the observations. Since observations also influ-
ence the first guess through the development of the 
model state from previous analyses, the impact of the 
added campaign observations needs to be developed 
over several data assimilation cycles, unless the extra 
observations are provided on a specific date only.

The two data assimilation cycles are therefore 
started (“spun up”) about a week before the actual oc-
currence of the polar low, from a common operational 
analysis valid at 0000 UTC 25 February 2008. We use 

Fig. 13. Sea level pressure (black contours) and 10-m wind speed exceeding 10 m s−1 (colored shading) 
for 1800 UTC 4 Mar 2008, for 24-h forecasts from 1800 UTC 3 Mar 2008 containing (a) routine and tar-
geted observations and (b) only routine observations. (c) ECMWF analysis at 1800 UTC 4 Mar 2008.
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the term “clean” to signify the data assimilation cycle 
that uses regular observations only, and the term 
“full” for the parallel cycle that additionally employs 
extra campaign observations. Parallel assimilation 

cycles ensure that the full impact of the observations 
is obtained.

Figure 14 shows selected results illustrating the 
impact of extra observations on the predictive skill of 
the polar low. Impacts of the additional observations 
can be seen in the 47-h forecast valid at 1700 UTC 
3 March. The impact of campaign observations on 
the forecast is measured as the difference between 
forecasts started from two different analyses both 
valid at 1800 UTC 1 March, well before the polar low 
started to develop. By comparing the difference to 
the forecast ensemble spread, the significance of the 
impact can be estimated (see below). The polar low 
developed during the latter half of the nearly 2-day 
forecast. This situation is challenging for the forecast 
system but is nevertheless chosen because a 2-day 
forecast range is crucial for high-impact weather in 
a region where considerable time for changing opera-
tions may be crucial (e.g. fishing boats, ship traffic, 
off-shore industry, etc.).

The maps in Fig. 14 can be compared to the NOAA 
satellite image at 1721 UTC, and to 10-m wind observa-
tions from the dropsondes that were released during the 
second DLR flight on 3 March (discussed previously). 
Figure 14a shows a clear influence of the added cam-
paign observations on the sea-level pressure in the en-
semble mean forecast. The polar low can be recognized 
in the “full” run in connection with a trough (conflu-
ence zone) extending westward from a synoptic scale 
cyclone off the coast of northern Norway. This trough 
is barely detectable in the clean run, which instead fea-
tures a weaker trough farther south. Compared to the 
clean run, the shape of the isobars and the position of 
the predicted trough in the full run are more in agree-
ment with the 10-m winds from the dropsondes and 
the position of high clouds from the satellite.

For 10-m wind speed (Fig. 14b) and hourly precipi-
tation (not shown), the two 21-member ensemble sets 
are different at the 95% confidence level (based on a 
Wilcoxon–Mann–Whitney nonparametric rank sum 
test) over considerable areas around the polar low. 
The large differences in the fields of estimated prob-
ability of wind speed exceeding 15 m s−1 (more than 
60%) and 20 m s−1 (more than 10%), seen in Fig. 14b, 
are related to the large difference in the shape of the 
isobars (Fig. 14a) near the center of the polar low. 
The large wind speeds associated with the polar low 
are better represented by the full run than the clean 
run. However, the lack of widespread wind observa-
tions hampers the evaluation. In this connection 
it should be mentioned that because of a technical 
glitch at the Norwegian Meteorological Institute, 
the satellite-based scatterometer wind observations 

Fig. 14. Results from 47-h LAMEPS forecasts valid 
at 1700 UTC 3 Mar 2008, overlaid on an infrared 
(channel 4) NOAA satellite image at 1721 UTC. 
Observed 10-m winds from dropsondes are shown 
as yellow wind barbs. (a) Ensemble mean sea level 
pressure from the clean run (red) and full run (green). 
(b) Light shading indicates more than 60% probability 
of wind speed exceeding 15 m s−1 (light green: full run; 
light red: clean run); heavy shading indicates more than 
10% probability of wind speed exceeding 20 m s−1 (green: 
full run; red: clean run). Dotted lines indicate 95% confi-
dence of difference in 10-m wind speed between the full 
and the clean run ensembles. See text for details.
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available at the time (QuikSCAT) were omitted from 
the observational basis in the data assimilation cycles. 
It is quite probable that these observations would have 
influenced the forecast quality positively.

Thirteen days later (16 March), when another polar 
low developed in the same area, a similar positive 
impact was not obtained. The cause of this difference 
is the subject of ongoing investigations.

LEAVING A LEGACY. IPYs only take place every 
few decades, and it is therefore important to ensure 
that the dedicated effort of the IPY is carried on after 
the end of the IPY itself. This legacy commitment was 
addressed in the Norwegian IPY–THORPEX by vari-
ous means, as will now be described. The legacy activi-
ties were established as a compromise between what 
is scientifically desirable and what is feasible given 
technological, political, and financial constraints.

New observations. One of the goals of IPY was to initi-
ate observations that would continue operation after 
IPY. The objective of such observations is to fill the 
observational gap that currently exists in the Arctic, 
eventually contributing to a new environmental 
forecasting system for the Arctic (Carlson et al. 2009). 
In the case of the Norwegian IPY–THORPEX, the 
following measurement initiatives were taken: 1) the 
Aircraft Meteorological Data Relay (AMDAR) has 
been deployed onboard nine Norwegian commercial 
aircraft f lying on routes to northern Norway and 
Svalbard, significantly enhancing the near-real-
time, f light-level, meteorological observations in 
this region; 2) contributions were made to the devel-
opment and first field deployment of new UAS for 
meteorological observations in harsh polar environ-
ments; 3) instruments have been deployed for moni-
toring solar and terrestrial radiation at Bear Island; 
4) weather observations in the Russian Arctic were 
temporarily improved during the spring of 2008; and 
5) two automatic weather stations are being deployed 
on islands southeast of Svalbard during the summers 
of 2010 and 2011.

Starting in 2009–10, the Norwegian Meteorologi-
cal Institute launches four upper-air soundings per 
day instead of two per day during the winter at Bear 
Island and Jan Mayen, as upper-air soundings are 
sparse in the Arctic/sub-Arctic and are considered 
very important for NWP.

On a given day typically 10 f lights in northern 
Norway, including a daily flight to Longyearbyen, re-
port AMDAR measurements between 0600 and 1900 
local time. The quantities measured and transmitted 
are air pressure, temperature, and horizontal wind. The 

frequency and location of observations is determined 
by the Network of European Meteorological Services 
(EUMETNET)’s AMDAR program. Observations are 
taken both during landing (every 40 s), takeoff (every 
10 s during the first few minutes, relaxing to 40 s), and 
at flight level en route (every 7 min).

At the time of the IPY–THORPEX campaign 
two Norwegian groups, NORUT and UiB, had pro-
totypes of unmanned aerial systems ready for first 
field applications under polar conditions. The main 
purpose of the deployment of these systems during 
the campaign was the proof of concept and adapta-
tion of the system to polar conditions, in particular 
low temperatures, together with the development 
and test of routines in the interaction with the civil 
aviation authorities (CAA) for the operation of UAS 
for scientific purposes. The CryoWing system was 
stationed at the Old Auroral Station in Adventdalen 
close to Longyearbyen. Because of limitations con-
cerning flight permissions and technical problems 
with the launcher unit caused by cold temperatures, 
the CryoWing system only performed a few test 
flights at low altitudes in the vicinity of Longyearbyen 
and without scientific payload. Triggered by the IPY 
activities and tests, the CryoWing system is now reli-
ably working in the polar environment and to date 
has performed several successful scientific missions 
in the field of atmospheric research and surface re-
mote sensing.

The SUMO was previously successfully oper-
ated during the “Flow over and around Hofsjökull” 
(FLOHOF) field campaign in central Iceland in 
summer 2007, reaching an altitude of more than 
3.5 km above ground (Mayer et al. 2011). Because 
of its low weight and very short preflight prepara-
tion times, SUMO was able to get flight permission 
close to Longyearbyen airport. This enabled around 
20 atmospheric profile flights up to a maximum of 
1,500 m above ground at the Old Auroral Station in 
Adventdalen between 4 and 9 March. Before those 
land-based measurements, SUMO also proved its 
applicability for ship-based operation. On a cruise 
with the ice-breaking Norwegian Coast Guard vessel 
KV Svalbard another 10 profiles could be gathered 
over sea around Spitsbergen in the period 27 February 
to 1 March, mainly in Storfjorden. Parallel ascents 
during this cruise have shown that SUMO is able to 
profile the lower polar atmosphere with an accuracy 
that is comparable to the usual radio soundings 
(Reuder et al. 2009). In a follow-up campaign in 
spring 2009 SUMO performed more than 100 profile 
flights up to 1,500 m for the investigation of the polar 
boundary layer around Longyearbyen. The results of 
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both campaigns—focusing on the value of the UAS 
measurements on an improved understanding of the 
boundary layer processes and a related validation 
of the corresponding parameterization schemes—
will be summarized in a separate paper now in 
preparation.

Nine new automatic weather stations (AWS) 
transmitting in real time were installed mainly on 
the eastern part of Svalbard during the summer 2010. 
They are driven by solar cell power, which in combi-
nation with rechargeable batteries with long endur-
ance (5–6 months) ensures continuous operation all 
year around. The AWS instruments are deployed on a 
permanent basis and measure air pressure, humidity, 
temperature, and wind.

Broadband instruments for monitoring solar and 
terrestrial radiation have been deployed on a perma-
nent basis on Bear Island, supporting the validation of 
retrieval algorithms for satellite observations. The in-
strumentation is located at the meteorological station 
operated by the Norwegian Meteorological Institute, 
transmitting data in real time to Oslo. Instruments 
are collocated with surface synoptic measurements of 
temperature, humidity, clouds, etc., as well as routine 
radiosonde launches providing atmospheric profiles 
of temperature and humidity. The solar and terrestrial 
radiation measurements are used for validation of 
EUMETSAT Ocean and Sea Ice Satellite Application 
Facility (www.osi-saf.org/) radiative flux estimates. 
The deployment of this instrumentation provides 
a cost-effective and sustainable observational pro-
gram, making it useful for monitoring, validation, 
and improvement of parameterizations of radiation 
in numerical models. In winter the ice edge is usually 
located close to Bear Island, which makes the station 
particularly useful for this purpose.

During the IPY–THORPEX campaign Russian 
upper-air stations in Novaya Zemlya and on the Kola 
peninsula were equipped to take upper-air sound-
ings more frequently than otherwise, and the data 
were transmitted in near real time and used by, for 
instance, ECMWF in their data assimilation. It was 
also intended to have upper-air soundings at Heiss 
Island at 80°N, 58°E, but this failed because of a 
technical problem.

IPY provided the context for establishing a 
protocol on scientific and technical cooperation 
between the Norwegian Meteorological Institute 
and the Russian Hydrological and Meteorological 
Institute (Roshydromet). The aim of the protocol is 
to improve the observational basis for weather and 
ocean forecasts for the polar regions. In this Protocol 
it is agreed to have 1) cooperation on improving the 

observation system in the Barents Sea and adjacent 
areas; 2) exchange of NWP products in real time; 
3) cooperation in utilizing satellite data for forecast-
ing purposes; and 4) exchange of ocean model prod-
ucts (including waves and sea ice) in real time, and 
cooperative scientific efforts to improve the quality 
of these products, as well as 5) other areas of activity 
that may be mutually agreed upon.

Advanced remote sensing methods. During the 
campaign a novel use of lidar instrumentation for 
probing of wind and humidity in the Arctic atmo-
sphere was carried out. In particular, the lidars pro-
vided invaluable data for the wind events that were 
studied. In addition to the standard measurements of 
wind and humidity shown in Figs. 4 and 5, latent heat 
fluxes can be derived by combining the two lidars, 
as explained by Kiemle et al. (2007). Considering 
that surface fluxes of moisture are one of the main 
energy sources for the polar lows, this is a method that 
may have a potential for polar low forecasting (e.g., 
if combined with targeting). Previously DLR wind 
lidar measurements have been successfully used for 
targeting purposes (Weissmann et al. 2005).

In order to improve the day-to-day data cov-
erage in the Arctic, we have initiated an imple-
mentation of IASI data into the HIRLAM Aladin 
Regional/Mesoscale Operational NWP in Europe 
(HARMONIE) data assimilation system. The IASI 
sensor measures the radiance emitted from Earth 
in 8,461 channels, ensuring retrievals with a verti-
cal resolution of 1–2 km in the lower troposphere 
(Collard and Healy 2003). The HARMONIE/Norway 
limited area model (Randriamampianina and Storto 
2008a) was used to explore the impact of the IASI 
radiances on weather forecasts in the polar region. 
A set of 366 IASI channels, as proposed by Collard 
(2007), was extracted from the Meteorological 
Archival and Retrieval System (MARS) of ECMWF. 
Active channels showing the best fit to the applied 
analysis system were selected using a multistep moni-
toring technique (Randriamampianina and Storto 
2008b). The selected 41 channels were most sensitive 
in high tropospheric and stratospheric layers. The 
IASI data were assimilated together with most of the 
conventional and satellite Advanced Television and 
Infrared Observational Satellite (TIROS) Operational 
Vertical Sounder (ATOVS) AMSU-A and AMSU-
B/Microwave Humidity Sounder (MHS) observations 
using a three-dimensional variational data assimila-
tion system. Four experiments with cyclic assimila-
tion and subsequent 48-h forecasts were performed 
during the IPY–THORPEX campaign to evaluate the 
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impact of the IASI data and campaign observations 
on the HARMONIE/Norway model analyses and 
forecasts.

Comparison of the analyses and forecasts against 
the ECMWF analyses and independent observations 
showed a positive impact of IASI and campaign 
observations (Randriamampianina et al. 2011). The 
IASI data showed positive impact on lower tropo-
sphere temperature (Fig. 15), geopotential height in the 
midtroposphere, and humidity around 700–850 hPa. 
For the 3–4 March case, a positive impact of IASI 
data on the analyses and forecasts of polar lows up 
to 36 h was found, as well as on 24-h forecasts with 
and without campaign data (not shown).

CONCLUDING REMARKS. An overview has 
been presented of an aircraft-based field campaign 
out of northern Norway in the late winter of 2008, 
with a focus on polar lows, Arctic fronts, and oro-
graphic wind storms. In addition to traditional 
dropsonde releases, the campaign also made use of 
sophisticated lidar instruments for detailed profiling 
of humidity and wind in cloud-free air. Such measure-
ments revealed detailed mesoscale wind structures 
generated by the orography of Svalbard that are not 
fully resolved by current NWP models. A unique 
achievement of the campaign was a three-f light 
probing of the full life cycle of a polar low event over 
the Norwegian Sea on 3–4 March 2008. The unique 
dataset thereby obtained has already provided new 
insight into the existence of reservoirs of CAPE in 
polar lows (Linders and Saetra 2010). The dropsondes 
have also been used for estimation of surface fluxes 
of sensible and latent heat at different times. Also, for 
that polar low case, targeted observations were shown 
to improve both deterministic and probabilistic 
forecasts for the following day. Another spectacular 
polar low event on 16–17 March 2008 exhibited a 
much weaker predictability, for reasons subject to 
continued investigation.

In addition to providing unique datasets to the 
international community, the project has also left a 
legacy by 1) developing a new ensemble prediction 
system for the Arctic; 2) promoting the exploita-
tion of new satellite data (IASI); 3) installing new 
measurement platforms in the Arctic, both on board 
commercial aircraft (AMDAR) and on the ground 
(radiation sensors and automatic weather stations); 
and 4) contributing to the development and use of 
unmanned aerial systems for meteorological data 
sampling in the Arctic.

Ongoing follow-up studies include a detailed study 
of the 28 February Svalbard wind event by Barstad and 

Adakudlu (2011); a comparison of lidar profiles and 
WRF simulated fields for the 3–4 March polar low by 
Wagner et al. (2011); a study of the sensitivity of NWP 
model simulations of the 3–4 March and 16–17 March 
polar lows to spatial resolution by McInnes et al. (2011); 
and a thorough investigation of the feasibility of target-
ing flights by Irvine et al. (2011).

Fig. 15. (a) A time–height section displaying the im-
pact of the IASI data validated against observations 
(mainly composed of surface and radiosonde data), as 
measured by the root-mean-square error (RMSE) dif-
ference between runs with and without the IASI data, 
averaged over the whole 3-week campaign period. 
Positive (negative) values mean positive (negative) im-
pact on forecast quality. (b) The statistical significance 
of the RMSE difference in (a), based on a t test. The 
error bars represent the interval in which the RMSE 
difference is significant at the 90% level.
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From a climate perspective, one may ask whether 
the high-latitude weather events studied here will 
change with global warming, and how that will in-
fluence human activities in the region. As the Arctic 
sea ice retreats, new regions will be commercially 
exploited, and the human presence is bound to in-
crease. However, with the sea ice gone, these same re-
gions will become exposed to warm, open waters and 
large heat fluxes from the ocean to the atmosphere. 
According to projections in the Fourth Assessment 
Report of the Intergovernmental Panel on Climate 
Change (IPCC AR4), this is especially true in the 
eastern and northern Barents Sea and north of the 
Bering Strait, where steep increases in the MCAO 
index and thus the potential for polar lows and other 
convective weather systems are expected (Kolstad and 
Bracegirdle 2008). The increasing human presence, 
together with the prospect of worsening weather 
in these latitudes, provides a strong motivation for 
enhancing the quality of weather forecasts in the 
Arctic. This study and its related ongoing research 
efforts seek to significantly advance Arctic NWP and 
contribute to the overall IPY achievements.
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APPENDIX A: aircraft instrumen-
tation. The instrumentation onboard the DLR 
Falcon during the campaign was as follows:

a)	 A 1.8-m-long nose boom for in situ measurements 
of the three-dimensional wind vector (Meischner 
et al. 2001). The wind vector relative to the flat 
ground is determined as the vector difference 
between the velocity of the aircraft relative to the 
ground and the velocity of the aircraft relative 
to the air. The former is given by a global posi-
tioning system (GPS) and an inertial reference 

system (IRS), while the latter is measured using 
a Rosemount five-hole gust probe (model 858AJ) 
on the tip of the nose boom. The sensor signals are 
recorded at 100 Hz, corresponding to a sampling 
interval of about 2 m. The absolute accuracy of 
wind measurements is estimated at 0.2–0.4 m s−1 
for the vertical wind component and 0.5–2.0 m s−1 
for the horizontal wind component.

b)	 Sensors on the fuselage measuring temperature, 
pressure, and humidity at a sampling rate of 
100 Hz, using the following instruments:

•	 Two deiced temperature probes—more spe-
cifically, two Rosemount model 102 deiced 
platinum (Pt)-resistance total temperature 
probes). The Pt-wire measures the temperature 
of air flowing through a special housing, which 
is formed so as to avoid direct hits of water 
droplets on the Pt-wire. As the airflow is slowed 
when passing the sensor element, temperature 
is increased by a certain amount depending on 
the airspeed, which is corrected during data 
evaluation. The accuracy of the measurement 
is ±0.5 K.

•	 Three different humidity sensors (http://badc.
nerc.ac.uk/view/badc.nerc.ac.uk__ATOM__
obs_1162,915,244,899,402), as follows. 1) A 
Lyman-Alpha Hygrometer Model L-5 made by 
Buck Research, Boulder, CO. The L-5 measures 
the absorption of UV radiation at 121.56 nm 
(the Lyman-alpha line) produced by a hydrogen 
discharge lamp. The absorption according to 
Beer’s law is a measure of the absolute humid-
ity in the probe path between UV source and 
detector; 2) A relative humidity sensor, Vaisala 
Humicap, that is based on the measurement 
of the capacitance of a small, special ceramic 
capacitor. The capacity is part of an oscillator. 
The dielectricity of the ceramic substrate and 
therefore the frequency of the oscillator are 
directly related to the relative humidity of the 
ambient air over a wide range of temperatures. 
The frequency is transformed to an output volt-
age, which is recorded. The Humicap provides 
sufficient calibration stability at medium re-
sponse times on the order of 1–10 s, depending 
on the ambient temperature. 3) A Dewpoint 
Mirror made by General Eastern, model 1011B. 
The Peltier element cooled DP mirror has the 
advantage of the best stability and easy abso-
lute calibration. However, because of cooling 
problems, the response time is rather poor at 
low absolute humidity levels.
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•	 The Lyman-Alpha and Vaisala sensors are 
mounted inside the nose of the aircraft with the 
absorption path respectively the sensing capaci-
tor being inside of a steel tube through which 
air from outside the aircraft is flowing passively. 
To correct the changes in the mass density and 
temperature inside the tube (and therefore the 
relative and absolute humidity of the air when 
passing the tube), temperature and pressure 
inside the tube are measured as close as pos-
sible to the probe volumes. The measurement 
accuracies are ±0.5 g m−3 for absolute humid-
ity measured by the Lyman-alpha instrument, 
±2% for relative humidity measurements with 
the Vaisala sensor, increasing to ±8% at 8 km, 
and ±0.5 K at temperatures above freezing and 
±1.0 K at temperatures below freezing for the 
Dewpoint Mirror.

c)	 Two lidar systems, consisting of a transmitting 
laser, a telescope, and a detector unit, which invert 
the backscattered signal to obtain vertical profiles 
of specific humidity and three-dimensional wind. 
These are 1) a differential absorption lidar (DIAL) 
system for humidity measurements (Wirth et al. 
2009), which exploits variations in absorptivity 
near the center of a water vapor absorption line, 
and 2) a scanning Doppler lidar system for mea-
surements of the three-dimensional wind vector, 
based on Doppler shift of the received signal rela-
tive to the transmitted signal (Weissmann et al. 
2005). As explained by Weissmann et al. (2005), 
the Doppler wind lidar performs a conical step-
and-stare scan around the vertical axis with a nadir 
angle of 20°, resulting in a cycloid scan pattern.

The usefulness of the lidar measurements is 
limited by their inability to penetrate optically 
thick clouds. Furthermore, the wind lidar de-
pends on backscattering from aerosols, which 
may limit its capability in extremely clean Arctic 
air. The technical properties of the lidar systems 
are outlined in Table 2.

d)	 Dropsondes (Vaisala RD93). These dropsondes 
use the NCAR GPS dropsonde system, also 
known as the Airborne Vertical Profiling System 
(AVAPS). The dropsondes measure pressure, 
temperature, humidity, and horizontal wind, 
transmitting the data back to the aircraft. The 
accuracy of the soundings is ±1 hPa, ±0.1 K, 
±5%, and ±0.5 m s–1 for pressure, temperature, 
relative humidity, and wind speed, respectively. 
The quality control of the data is done with the 
software package ASPEN (Martin 2007). The time 
resolution is one observation every half second. 
This gives a vertical resolution of 5–6 m close to 
the surface and around 50 m at about 7-km height. 
After quality control several observations in each 
sounding are often discarded. This mostly affects 
the wind observations, which after quality control 
typically have more data gaps than the observa-
tions of temperature and humidity.

APPENDIX B: data management. In 
Norway, IPY data management is organized through 
the national project DOKIPY (www.dokipy.no/), 
which is a distributed data management system with 
three nodes and is connected to the international IPY 
Data and Information Service (www.ipydis.org/). 
Each node is located at a governmental agency with 
a long-term commitment. The three nodes currently 

Table 2. An overview of the technical specifications of the two lidar systems onboard the DLR Falcon 
aircraft. See Appendix A and references therein for more details.

DIAL Wind lidar

Transmitter type Optical parametric oscillator (OPO)  
with a Nd:YAG laser

Thulium-doped Lu
3
Al

5
O

12
 (Tm:LuAG) laser

Wavelength (nm) 532, 935 (4×), 1,064 2,022

Pulse energy (mJ) 40 1.5

Pulse repetition frequency (Hz) 200 (4 × 50) 500

Average power (W) 8 0.75

Detection principle Avalanche photodiode (APD) PIN diode

Telescope diameter (cm) 48 10

Horizontal resolution (km) 0.15–0.5 0.15–40

Vertical resolution (km) 0.15–0.5 0.1

Absolute accuracy Better than 10% (except for specific 
humidities < a few ppb)

up to 0.1 m s−1
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contributing to DOKIPY are the Norwegian Meteo-
rological Institute, the Institute of Marine Research, 
and the Norwegian Polar Institute. Between these 
nodes, metadata describing the IPY datasets man-
aged by each node are exchanged on a daily basis. 
Furthermore, metadata are validated subsequent to a 
weekly harvest by the IPY portal at the National Aero-
nautics and Space Administration (NASA)’s Global 
Change Master Directory (GCMD). Through this 
exchange of metadata, IPY datasets managed through 
the DOKIPY system are directly linked to the central 
IPY metadata repository. All exchange of metadata 
both internally between the nodes and externally 
toward GCMD is done using the IPY metadata pro-
file (http://ipydis.org/data/metadata.html), which is 
closely linked to the GCMD Directory Interchange 
Format (DIF) over the exchange protocol Open Ar-
chive Initiative Protocol for Metadata Harvesting 
(OAI-PMH; see www.openarchives.org/).

The DOKIPY node operated by the Norwegian 
Meteorological Institute (http://dokipy.met.no/) 
is used by IPY–THORPEX. Within this node data 
submitted must be formatted as NetCDF following 
the Climate and Forecast (CF; see http://cf-pcmdi.llnl 
.gov/) convention. This approach ensures that data 
collected are documented both at the discovery and 
use level. The CF convention ensures that NetCDF 
files are structured and essentially self-explaining 
for any user accessing the data. By adding global 
attributes supporting the discovery level metadata, the 
DOKIPY datasets hosted by the Norwegian Meteoro-
logical Institute are fully self-explanatory, containing 
information on who performed the measurement, 
when the measurement took place, what parameters 
were measured, what their units are, etc. An advantage 
of using NetCDF is that data can be made available 
online using a Thematic Realtime Environmental Dis-
tributed Data Services (THREDDS) data server (www 
.unidata.ucar.edu/projects/THREDDS/). Concerning 
long-term preservation, the data collected by IPY–
THORPEX are entered into the long-term preserva-
tion archive maintained by the Norwegian Meteoro-
logical Institute upon submission in the appropriate 
form by the scientists. Upon submission, metadata are 
extracted and both metadata and data are checked for 
conformance with the file format specification. Prop-
erly documented and formatted datasets are facilitated 
for long-term stewardship.

As IPY ends, dedicated data management portals 
supporting IPY projects will eventually be closed. 
However, new data management frameworks are ap-
proaching. Key words for these are interoperability, 
distributed, and global. The World Meteorological 

Organization (WMO) is establishing the WMO 
Information System (WIS; see www.wmo.int/pages 
/themes/wis/index_en.html), and the Norwegian 
Meteorological Institute has proposed to host an 
Arctic Data Centre within the WIS framework. 
All relevant datasets managed will be exposed 
through this and other portals that the Norwegian 
Meteorological Institute hosts. The intention is to 
keep datasets available online, but at some time in the 
future offline access to data may be necessary.
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