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ABSTRACT

A series of idealized simulations of flow impinging on large mountains is conducted to investigate the impact
of the mountain on the flow far downstream and to shed some light on the effects that Greenland may have on
airflow over the North Atlantic. The upstream profiles of wind and stability are kept constant, there is no surface
friction, the Rossby number is 0.4, and the nondimensional mountain height (ĥ 5 Nh/U) is varied from 1 to 6.
The maximum sea level pressure deficit, the maximum geopotential height deficit, and the orographically gen-
erated potential vorticity all increase with increased ĥ, showing no signs of abrupt change as the flow enters
the regime of upstream blocking. The potential vorticity produced at the mountain is accumulated in vortices
that are advected downstream. The vortices are associated with a larger pressure gradient to the south of the
wake, giving rise to stronger westerlies at the surface as well as at upper levels.

This process can explain how Greenland may affect cyclones moving far outside the mountain wake. An
example from Fronts and Atlantic Storm Track Experiment (FASTEX) shows that a cyclone moving from the
southwest toward Scotland becomes shallower and slower if the Greenland topography is removed.

1. Introduction

Orographic effects on atmospheric flow have been
investigated by numerous authors, ranging from the an-
alytical models of two-dimensional linear mountain
waves by Queney (1948) and Eliassen and Palm (1960)
to studies in three dimensions and of nonlinear vertically
structured flow (e.g., Smith 1989; Duran 1990; Grubišić
et al. 1995; Ólafsson and Bougeault 1996, 1997; Epi-
fanio and Durran 2001).

Extensive work has been done on large mountain
ridges like the Rocky Mountains (e.g., Steenburgh and
Mass 1994; Davis 1997), the Alps (e.g., Thorpe et al.
1993; Aebisher and Schär 1998) and the Pyrenees (Bou-
geault et al. 1997). On the other hand, little research
has been done on the impact of Greenland on atmo-
spheric flow. Cyclonic developments in the vicinity of
Greenland and Iceland are often poorly captured by
NWP models (Ólafsson 1998), which cannot only have
a large impact over Iceland in short-range forecasts, but
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also over continental Europe some days later. The Ice-
landic low is a well-known climate feature, particularly
during wintertime due to great cyclone activity in the
vicinity of Iceland. It has been suggested that the low
owes its existence partly to thermal forcing, and this
has, in fact, been confirmed by numerical simulations
using a global circulation model (Held 1983), where, in
the absence of topography, the Icelandic low still ap-
pears. However, it is also reasonable to believe that the
orography of Greenland may play an important role in
explaining the position and persistence of the low. Har-
old et al. (1999a,b) studied meso- and synoptic-scale
cyclones observed on satellite images over the northeast
Atlantic and Nordic Seas during a 2-yr period. They
noted that 58% of the cyclones found just east of south
Greenland formed and decayed in the area. Furthermore,
the finding of a relatively frequent occurrence of cy-
clones with a diameter of 200–600 km in the same area,
suggests lee cyclone development. Kristjánsson and
McInnes (1999) did a case study of Greenland’s impact
on cyclone activity in the North Atlantic and found ev-
idence that the deepening of a baroclinic cyclone near
Iceland was hampered by the presence of Greenland’s
orography and the development of a residual low be-
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tween Greenland and Iceland was induced. Breivik et
al. (1992) found, in their investigation of the 1 January
1992 explosive cyclone (Grønås 1995), that Greenland’s
orography had a large impact on the cyclone’s track and
strength. They suggested that Greenland strongly affects
the large-scale vorticity budget by creating a quasi-sta-
tionary lee cyclone between Greenland and Iceland as
well as having an impact on the advection of arctic air
towards the cyclone. Doyle and Shapiro (1999) inves-
tigated the Greenland tip jet, defining a tip jet as the
narrow low-level jet stream originating from the vertex
of large elliptical barriers. They found the strength of
the tip jet to be most sensitive to changes in the non-
dimensional mountain height and the Rossby number,
emphasizing the importance of the orographic deflection
of airflows and acceleration on the downstream slope.

The aim of this study is to obtain a better understand-
ing of Greenland’s impact on the airflow over the North
Atlantic. One approach is to start with idealized simu-
lations. A series of simulations of three-dimensional
flow over an elliptical mountain on a rotating plane are
conducted. The mountain has approximately the same
half-width and half-length as Greenland, especially the
southern part of Greenland, but the height is varied. The
idealized flows have uniform upstream vertical profile
of wind and stability. Subsequently, a case study of flow
in the vicinity of Greenland is described and discussed
in the light of the idealized simulations.

In the following section there is a short overview of
the theory of simple flow, followed by a description of
the numerical model and the parameters used in the
idealized simulations in section 3. The idealized sim-
ulations are described in section 4 and the case study
in section 5. Finally, a discussion and conclusions are
given in section 6.

2. Theory

Two of the key features of stratified flow past obsta-
cles are upstream blocking and wake (e.g., Smolarkiew-
icz and Rotunno 1990; Smith et al. 1997). Ólafsson and
Bougeault (1996) defined upstream blocking as a mass
of decelerated air upstream with a partly reversed flow.
Another way to define the blocking is by one or more
stagnation points on the windward slope, followed by
flow splitting. This definition will be applied in this
paper. Rotunno et al. (1999) defined a wake as a region
of decelerated air mass downstream of an obstacle and
possibly reversed flow. In some of the simulations pre-
sented is this study, the flow in the lee of the mountain
is highly unstable with vortex shedding downstream
making it difficult to characterize the flow as deceler-
ated. The term wake is here, therefore, defined as a
region downstream of an obstacle where the air is de-
celerated or there is eddy shedding.

A hydrostatic, frictionless, Boussinesq flow on a non-
rotating plane is governed by the mountain shape, its
aspect ratio r 5 Ly/Lx; its nondimensional mountain

height, ĥ 5 Nh/U; and the profile of the atmosphere
(Smith and Grønås 1993). Here Ly and Lx are the moun-
tain half-length and half-width, respectively, N is up-
stream Brunt–Väisälä frequency, h the mountain height,
and U the upstream wind speed.

According to Smith (1989), a linear, hydrostatic, fric-
tionless, stratified flow over a mountain on a nonrotating
plane can be divided into three main categories: (a) for
small ĥ, the low-level flow is able to climb the mountain
and smooth mountain waves are created above the
mountain; (b) for large ĥ and r , 1, a stagnation point
forms on the windward side of the mountain and the
flow splits; and (c) for large ĥ and r . 1, a stagnation
point forms aloft leading to wave breaking. For even
larger ĥ, the flow in the last category will, in addition,
experience flow splitting.

Ólafsson and Bougeault (1996) showed that nonlinear
irrotational inviscid flow past an elongated mountain
was in agreement with Smith’s diagram. They also
showed that increasing ĥ even further results in wave
breaking that is no longer on the axis of symmetry, but
is in isolated areas on each side of the axis.

When the Coriolis force is included, the Rossby num-
ber enters as an additional parameter and the morphol-
ogy of the flow changes. The left–right symmetry of the
flow is broken and the flow is to a greater extent diverted
to the left (facing downstream), giving greater wind
speed than on the right side of the mountain (Pierre-
humbert and Wyman 1985) and delaying the onset of
upstream blocking (Thorsteinsson and SigurUsson
1996). Ólafsson and Bougeault (1997) studied the effect
of rotation and surface friction on orographic drag and
found that when the flow is blocked there is a permanent
downward deflection of the isentropes in the lee. The
pressure deficit in the lee is reduced by the Coriolis
force, while surface friction acts more to modify the
structure of the wake, by suppressing wave activity and
bringing the orographic drag closer to its linear value
(Ólafsson and Bourgeault, their Fig. 7). Ólafsson (2000)
noticed that when rotation and friction are included,
stagnation aloft does not occur, the flow is then simply
either blocked or not blocked, depending on the non-
dimensional mountain height, the aspect ratio, the Ross-
by number and the Reynolds number.

Smolarkiewicz and Rotunno (1989) established that
it is possible for vortices to form in continuous stratified
flow past isolated mountains in the absence of surface
friction. Schär and Smith (1993), Schär (1993), and
Schär and Durran (1997) stressed that when neglecting
surface friction, internal dissipation, and diffusion are
the only factors available to reduce the value of the
Bernoulli function and hence generate potential vorticity
(PV) anomalies that are associated with the wake. The
PV value can either be reduced by strong and concen-
trated dissipation in the wave breaking area over the
mountain or by weak and widespread dissipation in the
recirculating wake. Rotunno et al. (1999) argued that
the vertical vorticity must be produced through the tilt-
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ing of baroclinically generated horizontal vorticity, and
that dissipation enters indirectly through its effect on
the tilting term. Epifanio and Durran (2002) confirmed
the baroclinic generation, but emphasized that the ver-
tical vorticity produced is relatively weak. A vertical
stretching in a hydraulic jumplike feature in the lee is
necessary to amplify the vorticity significantly and pro-
duce the pronounced vertical vorticity anomaly. The PV
generation in the jump is then primarily generated
through thermal diffusion tending to modify the poten-
tial temperature field following the flow so as to produce
PV from the vertical vorticity present in the jump.

3. The experimental setup

The third version of the fifth-generation Pennsylvania
State University–National Center for Atmospheric Re-
search (PSU–NCAR) Mesoscale Model (MM5) is used
in this study (Grell et al. 1995). It is a nonhydrostatic
sigma-coordinate model designed to simulate or predict
mesoscale and regional-scale circulations. It has been
used for a broad spectrum of theoretical as well as real-
time studies.

A second-order leapfrog time step scheme is applied,
but some terms in the basic equations are handled using
a time splitting scheme. The time step in the experiments
is 90 s.

The horizontal grid has an Arakawa–Lamb B-stag-
gering of the velocity variables with respect to the scalars.
The idealized experiments presented here have all been
run with a 36-km horizontal grid resolution and 150 3
150 grid points in the horizontal. In the vertical there are
40 s levels, where the s coordinate is defined by

p 2 pts 5 . (1)
p 2 ps t

Here, p is the pressure, pt is a specified constant top
pressure (10 hPa), and ps is the surface pressure. To
prevent wave reflection, a Rayleigh damping layer,
which is not a standard parameterization in MM5, is
included. The layer is placed above 13-km height and
the wave absorption coefficient increases with height,
according to Klemp and Lilly (1978). In the simulations
the atmosphere is simple, neither humidity nor radiation
are included. The horizontal diffusion in MM5 is done
by a common horizontal diffusion scheme while the
PBL schemes compute the vertical mixing. High con-
centration of turbulent kinetic energy, together with
steep isentropes, is a major criterion for the detection
of wave breaking as in Ólafsson and Bougeault (1996).
Thus from the PBL schemes available, a PBL scheme
(Burk and Thompson 1989) that predicts turbulent ki-
netic energy for use in vertical mixing, based on the
Mellor–Yamada formulas (Mellor and Yamada 1982),
was chosen. The turbulent fluxes at the lowest s level
were set to zero, to enable the use of free slip at the
lower boundary.

The mountain in the experiments with idealized flows
is bell shaped and given by the equation

h
H(x, y) 5 , (2)

2 2 1.5[1 1 (x/L ) 1 (y/L ) ]x y

where h is the mountain height and Lx and Ly are the
mountain half-width and half-length, respectively. Here,
we set Lx to 200 km and Ly to 800 km, giving an aspect
ratio r 5 Ly/Lx 5 4.

The nondimensional mountain height, ĥ 5 Nh/U, is
often referred to as the inverse Froude number. In most
of the simulations the model was initialized everywhere
with U 5 10 m s21 and N 5 0.01 s21. The nondimen-
sional mountain height is then varied by changing the
mountain height. Thus, a high ĥ represents a high moun-
tain. Also, because the half-length and half-width of the
mountain are held constant, a higher mountain is steeper
than a lower mountain. The Coriolis parameter f was
set to 1.2 3 1024 s21, which is a value representative
for about 558N. The Rossby number, Ro 5 U/ fLx, is
0.42.

Simple idealized flow past a smooth analytic moun-
tain such as used in this study is governed by three
parameters, the nondimensional mountain height ĥ, the
Rossby number Ro, and the aspect ratio r. When ex-
ploring the effect of ĥ it is essential that the other two
remain constant. In other words, if ĥ is changed through
U, the combination of U, f , and Lx in the Rossby number
must also change. Furthermore, a change in Ro through
Lx necessitates a change in Ly for the aspect ratio to
remain constant and such a change is not suitable for
this study, which is focused on mountains of Green-
land’s size.

A series of simulations was done with different com-
binations of N, h, and U, keeping the same ĥ and a
constant Rossby number. Table 1 summarizes the values
of each of these parameters in the simulations. The name
of each simulation contains the value of ĥ. The exper-
iments that have been given a name with a ‘‘D’’ at the
end represent a different combination of N and h than
mentioned earlier, and the experiments with upstream
velocity not equal to 10 m s21 have a ‘‘U’’ followed by
the velocity. A simulation with the idealized mountain
replaced by Greenland is termed exgreen.

A number of normalizations were tried out for the
three parameters studied in this paper—sea level pres-
sure perturbations and geopotential height perturbations
at the 500-hPa level, both calculated in the wake, and
mean potential vorticity in a small subdomain down-
stream of the mountain. The normalizations applied in
this study are as follows: The sea level pressure per-
turbations are normalized with roUfLx, where ro is a
constant density and U upstream velocity. The geopo-
tential height perturbations at the 500-hPa level are nor-
malized with the vertical wavelength, U/N. The mean
potential vorticity is normalized with uoN/roh, where uo

and ro are constants but N and h vary between simu-
lations.
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TABLE 1. An overview of the simulations. The name of each experiment includes the value of the nondimensional mountain height (ĥ 5
Nh/U), a D if the combination of N and h is different from the one mentioned in the text, and a U followed by the upstream wind speed if
U has a different value than mentioned in the text.

Expt
Mountain
height (m)

Brunt–Väisäla
frequency (s21)

Upstream
wind (m s21)

Coriolis
parameter
(1024 s21) ĥ5NH/U

ex10
ex10D
ex15
ex15D
ex20
ex20D
ex20U18
ex25
ex25D
ex30
ex30D
ex30U12

1000
2000
1500
2000
2000
2500
3000
2500
2000
3000
2000
3600

0.01
0.005
0.01
0.0075
0.01
0.008
0.012
0.01
0.0125
0.01
0.015
0.01

10
10
10
10
10
10
18
10
10
10
10
12

1.2
1.2
1.2
1.2
1.2
1.2
2.16
1.2
1.2
1.2
1.2
1.44

1.0
1.0
1.5
1.5
2.0
2.0
2.0
2.5
2.5
3.0
3.0
3.0

ex30U15
ex30U20
ex35
ex35D
ex40
ex40D
ex40U8
ex45
ex45D
ex60
ex60D
exgreen

3000
5000
3500
2500
4000
2500
3200
4500
2500
6000
3750
3199

0.015
0.012
0.01
0.014
0.01
0.016
0.01
0.01
0.018
0.01
0.016
0.01

15
20
10
10
10
10

8
10
10
10
10
10

1.8
2.4
1.2
1.2
1.2
1.2
0.96
1.2
1.2
1.2
1.2
1.2

3.0
3.0
3.5
3.5
4.0
4.0
4.0
4.5
4.5
6.0
6.0
3.2

The model was run for 336 h or 60.48 nondimensional
time units (t* 5 Ut/Lx) in all the simulations except
one, which was run for a shorter time period. The initial
perturbation has been advected out of the domain after
about t* ø 34 and with the long simulation time it is
quite easy to classify the flows as quasi-stationary flows
or highly unstable flows. Due to this dependency on the
initial condition the time means calculated in the study
are means from t* 5 34.56, with the time interval t*
5 1.08, until the end of the simulations.

4. Simple idealized flows

a. Idealized flows past a smooth mountain

The simulations in this study were conducted with a
nonhydrostatic, nonlinear weather prediction model, on
a rotating plane, with a free-slip condition at the lower
boundary. In order to investigate if the model is able
to reproduce the ĥ similarity expected on a nonrotating
plane, two simulations with the same ĥ but different
combinations of N and h were conducted, excluding the
Coriolis force. They were compared and good similarity
was found in sea level pressure deficit and geopotential
height deficit at 500 hPa. Simulations with five different
ĥ were compared to Smith’s diagram, with the extension
of Ólafsson and Bougeault (1996), and the flow pattern
found to be in agreement with the diagram.

The delay of the onset of blocking, due to the Coriolis
force is seen clearly when comparing simulations with
the same ĥ, one including the Coriolis force, Ro 5 0.42,

and the other excluding it, Ro 5 `. Figure 1 shows
such a comparison for ĥ 5 1.5. In the absence of ro-
tation, the flow experiences wave breaking and upstream
blocking, as can be seen from the steep isentropes, the
high concentration of turbulent kinetic energy (TKE)
and the upstream stagnation point. When the Coriolis
force is included, only wave breaking occurs and it is
less pronounced and in a smaller region.

Figure 2 shows the sea level pressure for different
values of ĥ at t* 5 43.2, where sea level pressure is
the pressure field at the lowest model terrain-following
surface extrapolated down to the elevation of 0 m. Up-
stream of the mountain the isobars are deflected to the
left. In the lee of the mountain there is a pressure deficit
extending far downstream for low ĥ but for high ĥ there
are large variations in the pressure field. For ĥ less than
or equal to 2, the flow is unblocked and reaches quasi
stationarity after about 34 nondimensional time units;
while for larger ĥ, vortices are shed downstream from
the mountain. In the case of ĥ equal to 2.5 and 3, the
flow is unblocked, the vortex shedding decreases with
time, and the vortices appear farther away from the
mountain during the simulation. By the end of the sim-
ulations the flow near the mountain shows little variation
in time, and it is therefore expected that the flow will
reach quasi stationarity, given sufficient time. In the
simulations with ĥ greater than 3, the flow is blocked
and nonstationary. Vortices are formed continuously on
the northern side of the tip jet and there is continuous
vortex shedding in the wake. The downstream pressure
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FIG. 1. Comparison of simulations excluding and including the Coriolis force. (a) A cross section of a flow with ĥ 5 1.5 and Ro 5 `,
taken at the axis of symmetry at t* 5 34.56 showing potential temperature (K, solid) and turbulent kinetic energy (J kg 21, dashed). The
isentrope contour interval is 2 K and the TKE contour interval 1 J kg21. (b) Streamlines at the surface at the same time. The topography
is shown at 0.35h. (c), (d) As in (a), (b) but with Ro 5 0.42.

field varies greatly in time, depending on whether the
flow is dominated by a high pressure ridge or a low.

The time evolution can be further investigated in Fig.
3. The figure shows the evolution of the normalized
maximum pressure deficit at sea level downstream of
the mountain. The curves have local minima when a
low is dominating the flow in the lee, and maxima when
a high pressure ridge is dominating. The pressure per-
turbations increase with ĥ and so does the difference
between the minimum and the maximum perturbation.
Also, for the nonstationary flows there seems to be a

lag of the maximum value as ĥ increases. In the sim-
ulations with ĥ less than 2.5, the flow has reached sta-
tionarity at t* 5 34.56, but in the case of ex25 the
perturbations do not reach a constant value until t* 5
47.52 (equal to 264 h of simulation). Figure 4 shows
the time evolution of the normalized maximum deficit
of the geopotential height at the 500-hPa level. The
results are similar to the ones for the sea level pressure
perturbations.

When the Coriolis force is included in the equations,
the Rossby number is added to the governing nondi-
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ĥ,

w
it

h
r

5
4

an
d

R
o

5
0.

42
,

at
t*

5
43

.2
.

(a
)–

(f
)

V
al

ue
s

of
ĥ
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FIG. 3. The time evolution of the nondimensional max sea level
pressure deficit downstream of the mountain for different ĥ. The value
at each time step is normalized by roUfLx, where ro 5 1.2 kg m23.

FIG. 5. Nondimensional max sea level pressure deficit downstream
of the mountain as a function of ĥ. The perturbations are normalized
by roUfLx, where ro 5 1.2 kg m23. Simulations with N 5 0.01 s21

and U 5 10 m s21 (stars), with different combinations of N and h
(circles), and where U was varied (crosses) (see Table 1). The exgreen
simulation (square).

FIG. 4. The time evolution of the nondimensional max deficit in
the geopotential height at 500 hPa downstream of the mountain for
different ĥ. The value at each time step is normalized by the vertical
wavelength, U/N.

FIG. 6. Nondimensional max height deficit at 500 hPa downstream
of the mountain as a function of ĥ. The perturbations are normalized
by the upstream vertical wavelength, U/N. Simulations with N 5 0.01
s21 and U 5 10 m s21 (stars), with different combinations of N and
h (circles), and where U was varied (crosses) (see Table 1). The
exgreen simulation (square).

mensional numbers. To test the ĥ similarity, the flow is
simulated with different values of N, h, and U, giving
the same ĥ as before. The time means of the maximum
perturbations are shown in Figs. 5 and 6. The figures
show little sensitivity to the combination of N and h,
confirming an ĥ similarity on a rotating plane for a
constant U (10 m s21), and even for a varied U in the
case of sea level pressure. The similarity is, on the other
hand, poor for the 500-hPa geopotential height when U
is varied. The simulations show that for U 5 10 m s21

the magnitude of the perturbations increases by a factor
of 5 as ĥ increases from 2 to 6. Interestingly, even
though the increase with ĥ is strongest at the regime

shift between unblocked and blocked flow, no abrupt
change is found in the perturbations at the regime shift.

As the flow is undisturbed far to the south of the
mountain the geopotential height deficit in the lee of the
mountain results in an enhanced geopotential gradient
in the area between these two regions. Figure 7 shows
the maximum westerly wind component in this area as
a function of ĥ and the distance from the mountain
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FIG. 7. Maximum westerly wind component (m s21) at 500-hPa
level downstream of the mountain as a function of ĥ and the mountain
half-widths from the mountain centerline.

FIG. 8. Potential vorticity (PV) at s 5 0.943 in ex60, t* 5 51.84.
The rectangle shows the horizontal area of the box for which the
potential vorticity is integrated over. Mountain height at 0.35h.

FIG. 9. Nondimensional potential vorticity as a function of ĥ. The
potential vorticity is normalized by uoN/roh, where uo 5 280 K and
ro 5 1.2 kg m23 are constants. Simulations with N 5 0.01 s21 and
U 5 10 m s21 (stars), with different combinations of N and h (circles),
and where U was varied (crosses) (see Table 1).

center line. The figure shows an increase in the wind
speed as ĥ increases but note also that the greatest ve-
locity is not in the area nearest to the mountain but
about 10 half-widths downstream.

Due to its applications in atmospheric research the
potential vorticity of the flow was investigated. In ad-
dition to the potential vorticity produced by the moun-
tain by internal dissipation, the simulations all have
background potential vorticity due to the Coriolis force;
see Fig. 8. The figure also shows a PV banner emerging
from the mountain, reaching out to a low southeast of
the mountain where there is a PV maximum. Down-
stream, at the end of the domain, there is some PV
related to a low that has passed through the domain.
The PV generated by the mountain may affect the down-
stream development, including the vortices in the wake,
and an increase in the PV downstream of the mountain
would be a result of increased PV by the mountain. To
get an insight into how the PV production varies with
nondimensional mountain height, the PV is integrated
over a volume of which the horizontal area is shown
by a rectangle in Fig. 8 and a gridpoint mean found. In
the vertical, most of the PV related to the mountain is
concentrated below s 5 0.607, and the vertical inte-
gration is done from the bottom and up to this level.
The volume covers the area of the PV banner but avoids
taking into account the PV, which is associated with the
moving vortices. Figure 9 shows the normalized mean
PV, which for constant U increases as ĥ increases and
there is a relatively good ĥ similarity.

b. Idealized flow past Greenland

A simulation was conducted, termed exgreen, with
the simple flow described earlier (U 5 10 m s21, N 5

0.01 s21) but with the idealized mountain replaced by
Greenland (ĥ 5 3.2). At a horizontal resolution of 36
km, the topography of Greenland is fairly well repre-
sented as shown in Fig. 10. The figure also shows that
in the lee of southern Greenland there is a sea level
pressure deficit and eddy shedding. Also, as in the more
idealized setup there is a wide trough downstream of
the mountain at the 500-hPa level. In many ways the
flow resembles the flow in ex30 (Fig. 2d), there is no
upstream blocking and the vortices are not formed in
the vicinity of the tip jet but farther inside the wake
(farther north). Nonetheless they are formed farther to



1 SEPTEMBER 2003 2191P E T E R S E N E T A L .

FIG. 10. The sea level pressure (hPa, solid) and geopotential height
at the 500-hPa level (m, dashed) in exgreen (ĥ 5 3.2) at t* 5 47.52.
The orography of Greenland is shaded.

the south of the central part of the mountain than in
ex30. The eddy shedding decreases with time. The non-
dimensional sea level pressure deficit and the nondi-
mensional height deficit at 500 hPa are included in Figs.
5 and 6, respectively. The perturbations for exgreen are
only slightly smaller than the ex30 values.

It is interesting to see that even though the simulation
is carried out with highly idealized and constant up-
stream conditions, the resulting sea level pressure field
in the lee of the mountain resembles the sea level pres-
sure often seen in reality: The trough closely follows
the southeast coast of Greenland and there is a high
pressure ridge over Greenland. Apparently, the asym-
metry of the mountain and the steepness of the east
coast of south Greenland have an impact on the place-
ment of the trough. As the flow is undisturbed far to
the south of Greenland, the geopotential deficit in the
lee of the mountain at the 500-hPa level results in an
enhanced geopotential gradient to the south of the wake.
It is particularly interesting to note that the largest gra-
dient and thus the largest westerly wind component (Fig.
7) is far downstream of southern Greenland (Fig. 10).
This enhancement of the midtropospheric flow brings
us to the next section, where a simulation of a real case
illustrates the effect of the Greenland wake on an ex-
tratropical cyclone.

5. Real flow over the North Atlantic—A case study

To get a better picture of what impact Greenland’s
orography can have on the airflow over the North At-
lantic, a real case was investigated. The case chosen
took place during the Front and Atlantic Storm Track
Experiment (FASTEX; Joly et al. 1999) and corresponds
to Intensive Observation Period 17 (IOP17) of the ex-
periment, which has been a source of a number of stud-

ies (e.g., Cammas et al. 1999). During this period a
frontal system, often referred to as the FASTEX cy-
clone, was triggered off the east coast of the United
States, developed and moved eastward. The study in-
cludes two simulations, first there is a control simulation
and then the same flow is simulated with Greenland’s
orography set to 1 m, termed nogreen.

a. Model setup

The model setup is the same as used in the idealized
simulations, with a few exceptions. The domain is
smaller, 135 3 120 grid points, and with its center at
608N, 308W it covers the North Atlantic with Greenland
as well as a part of the continents on each side. The
Burk–Thompson PBL scheme is applied unmodified and
the surface roughness is now a function of vegetation.
At the top of the model a radiation boundary condition
is applied. Since humidity and radiation are included
here, the following physical schemes were used: Grell
cumulus parameterization, ‘‘simple ice’’ explicit con-
densation scheme and ‘‘cloud-radiation’’ scheme (MM5
User’s Guide 2001).

The initial and boundary conditions are derived from
the European Centre for Medium-Range Weather Fore-
casts (ECMWF) reanalysis and the lateral boundary con-
ditions are changed every 6 h. In the nogreen simulation,
the same ECMWF reanalysis are applied, and the model
extrapolates the atmosphere conditions down to sea lev-
el over Greenland without creating much noise as can
be seen by comparing Figs. 11a and 12a. The simula-
tions were started at 0000 UTC 17 February 1997 and
run for 72 h, until 0000 UTC 20 February.

b. The simulations

The evolution of the sea level pressure in the control
simulation is shown in Fig. 11. In the initial state there
are two developing lows to the east and the southeast
of southern Greenland. The northern low moves to the
west and becomes quasi-stationary just east of southern
Greenland. The southern low moves northeast and later
north, and after 48 h of simulation it has become a
trough northeast of the quasi-stationary low. After 20
h of simulation the FASTEX cyclone enters the domain
south of Newfoundland and moves east and later north-
east. At the end of the simulation the cyclone is stationed
between Scotland and the Shetland Islands and is start-
ing to fill.

Figure 12 shows the evolution of the sea level pres-
sure in the nogreen simulation. In the absence of Green-
land’s orography, there is no quasi-stationary low in the
area just east of southern Greenland. In fact after 48 h
of simulation, there is a high pressure ridge in this area,
while at the end of the simulation a low has moved into
the area from west. During the last 21 h of simulation,
the FASTEX cyclone passing far south of Greenland,
moves slower (Figs. 11d and 12d) and is shallower than
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FIG. 11. Sea level pressure (hPa, solid) and potential temperature (K, dashed) at 850 hPa in the control simulation: (a) 0 h, valid 0000
UTC 17 Feb; (b) 24 h, valid 0000 UTC 18 Feb; (c) 48 h, valid 0000 UTC 19 Feb; and (d) 72 h, valid 0000 UTC 20 Feb 1997.

in the control simulation (Fig. 13). Note also the weaker
thermal gradient behind the cyclone in the nogreen sim-
ulations (Fig. 12d) in comparison with the control sim-
ulation (Fig. 11d), that could contribute to weaker cy-
clogenesis.

In the control simulation the quasi-stationary low in
the lee of Greenland reaches up to the 500-hPa level
(Fig. 14a), increasing the gradient in the geopotential
height to the southeast of Greenland. In contrast, in the
absence of Greenland’s orography, and thus the quasi-
stationary surface low, there is no low at the 500-hPa
level, resulting in a weaker gradient in the 500-hPa level
southeast of Greenland; see Fig. 14b.

These differences result in different propagation
speed and depth of the FASTEX cyclone after it has
reached the flow field influenced by Greenland’s orog-
raphy.

6. Discussion and conclusions

The flow in the idealized simulations carried out in
this study can be divided into three classes: (a) for low
ĥ the flow is unblocked and quasi-stationary, (b) for
intermediate ĥ the flow is unblocked but with dimin-
ishing eddy shedding in the lee and is striving towards
quasi stationarity, and (c) for high ĥ the flow is blocked
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FIG. 12. Sea level pressure (hPa, solid) and potential temperature (K, dashed) at 850 hPa in the nogreen simulation: (a) 0 h, valid 0000
UTC 17 Feb; (b) 24 h, valid 0000 UTC 18 Feb; (c) 48 h, valid 0000 UTC 19 Feb; and (d) 72 h, valid 0000 UTC 20 Feb 1997.

with continuous eddy shedding in the lee of the moun-
tain. According to Smith (1989), it is with the onset of
upstream blocking and thus flow splitting, that complex
shear layer and vortex structures begin to appear in the
wake. In our simulations, vortex structures are also
found in the wake of the mountain in some unblocked
cases, but unlike in the blocked regime, the activity
decreases with time.

Three nondimensional diagnostic parameters were
calculated, that is, maximum sea level pressure deficit,
maximum geopotential height deficit at the 500-hPa lev-
el, both in the wake, and low-level PV integrated over
a finite volume covering the shear line between the flow
in the lee and the tip jet. For constant upstream wind

speed, the simulated flows show good ĥ similarity, but
with variations in U the similarity seems to break down
at least for the 500-hPa geopotential deficit and the PV
downstream of the mountain. The failure of the simi-
larity of the PV must be related to the internal dissi-
pation, which is not included in the theory on which
the similarity of orographic flows is based (e.g., Smith
and Grønås 1993). Such a dissipation is a necessary
condition for the generation of PV in our free-slip flows.
In balanced flows, the geopotential is linked to the PV
and the lack of similarity in the geopotential is conse-
quently not unexpected.

The nondimensional parameters show that, for a con-
stant upstream wind speed, ĥ increases, as the pressure
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FIG. 13. The sea level pressure (hPa) in the center of the FASTEX
cyclone in the control simulation (solid) and the nogreen simulation
(dashed).

FIG. 14. The 500-hPa geopotential height (m, solid) and potential temperature (K, dashed) in (a) the control and (b) the nogreen
simulation after 48 h of simulation, valid 0000 UTC 19 Feb 1997.

deficit increases both at sea level and at midtropospheric
levels. That is also the case for the mean PV. There are
no abrupt changes in the parameters calculated at the
regime shift between unblocked and blocked flow, the
increase is gradual and smooth, but with the largest
gradient at the regime shift. It seems likely that the low
Rossby number applied here, Ro 5 0.42, has this effect
of smoothing the transition between the flow regimes.
This kind of smoothing has been suggested by Thorpe
et al. (1993).

For constant U the PV production by the mountain

increases with increasing ĥ, while the area of wave
breaking moves farther north. The PV is generated by
the mountain through internal dissipation and diffusion.
Even though the airflow is complex due to the Coriolis
force, the results of Rotunno et al. (1999) and Epifanio
and Durran (2002) should apply here. The PV produced
by the mountain accumulates in the vortices shedding
downstream (Fig. 8) and has impact on the geopotential
height, causing a geopotential height deficit at the 500-
hPa level far from the mountain. This height deficit
results in a stronger gradient in geopotential height south
of the lee area as can be detected by increasing wind
speed in this region (Fig. 7).

The idealized simulations are capable of shedding a
new light on the development of a cyclone over the
North Atlantic. Through the production of PV, a larger
mountain results in a large surface pressure deficit
downstream and a larger deficit in the geopotential at
the 500-hPa level. The latter results in a stronger gra-
dient in the geopotential to the south of the lee area,
which has a positive impact on cyclone development
moving far south of the mountain as is the case of the
FASTEX cyclone.

These results have important implications for the in-
terpretation of GCM simulations. A coarse resolution
model, representing Greenland poorly, may give large
prediction errors, not only confined to the area just east
of Greenland but in a more extensive area south of the
mountain wake. Poor resolution of Greenland can thus
affect the prediction of storm tracks and can result in
underestimations of the speed and depth of cyclones
moving far south of Greenland towards northwest and
central Europe.

The present study has raised a number of questions,
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for example, regarding the similarity of complex moun-
tain flow and the effect of the surface friction on the
flow. These problems will undoubtedly be objects of
future research in the field of interaction between orog-
raphy and the atmosphere.
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